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Abstract

We describe a framework for flow analysis in higher-order languages. It is both a synthesis and extension of earlier work in this area, most notably [20, 22].

The framework makes explicit use of flow graphs for modeling control and data flow properties of untyped higher-order programs. The framework is parameterized, and can express a hierarchy of analyses with different cost/accuracy tradeoffs. The framework is also amenable to a direct, efficient implementation.

We develop several instantiations of the framework, and prove their running-time complexity. In addition, we use the simplest instantiation to demonstrate the equivalence of a 0CFA style analysis[20] and the set-based analysis of [8].

1 Introduction

The flow analysis problem for higher-order programming languages such as Scheme[4] or ML[13] is concerned with tracking data and control flow in the presence of first-class (anonymous) procedures, rich data abstractions (e.g., lists, records, tuples, etc.), and references. In the context of these languages, an effective control-flow analyzer can enable a number of important optimizations such as lifetime and escape analysis[15], type recovery[19], safety analysis[14] efficient closure analysis[17], constant folding, and code hoisting.

There is a spectrum of control-flow analyses that can be implemented for these languages. For example, an exact control-flow analyzer is simply an interpreter that preserves all information generated during the evaluation of a program. It has high accuracy but also a prohibitively high cost since its running time is proportional to the running time of the input program. In contrast, a very inexact interprocedural analysis might combine all results of a function applied from all its potential call sites. It has low accuracy since it does not disambiguate among the set of functions callable from a given call site or the set of values applied to a given function. However, it also has relatively low running time complexity.

In this paper, we present a framework based on an abstract interpretation[6, 5] of an operational semantics. Section 2 first defines an untyped, higher-order, call-by-value language extended with recursion, conditionals, and references. Section 3 defines an exact semantics that formalizes the notion of flow graph. The semantics is similar to a collecting interpretation[9] insofar as a flow graph records the history of a computation; however, a flow graph also contains additional dependence information corresponding to the movement of data values.

Section 4 presents a parameterized abstract semantics that is capable of expressing a range of analyses with different cost/accuracy tradeoffs. The abstract semantics manipulates flow graphs which approximate those constructed by the exact semantics. An approximation is based on a finite partition of the nodes in the exact flow graph. Section 5 considers the coarsest possible partition and relates it to set-based analysis[8], an analysis that is also capable of capturing control-flow information.

Section 6 describes a direct implementation of the abstract semantics. We argue that the representation of the abstract state in terms of a flow graph enables such an implementation to be efficient. We also present an informal description of the running-time complexity of any instantiation of the semantics. Section 7 considers several instantiations and proves their running-time complexity. We consider a slight modification to the semantics and a new instantiation in Section 8. Section 9 discusses related work.

2 Language

The language (see Figure 1) contains simple expressions, call-by-value function applications, primitive operations, constructor applications, and case expressions. A simple expression is either a constant, variable, lambda expression, or recursive function declaration, and is self-evaluating. Applications are evaluated left to right.

The primitive operations that we consider manipulate first class reference objects. The expression box(e) creates a new reference that contains the value of e. unbox(e) returns the value stored in the reference denoted by e, and set-box1(e1,e2) replaces the value stored in the reference denoted by e1 with the value of e2.

Constructor applications are of variable arity, where c ranges over a set of constructor names. A case expression compares the value of its first subexpression against the constructor name and arity of the given pattern. If the value matches, then it is destructured, each ze is bound,
and evaluation continues with e₂. Otherwise, y is bound to the value and evaluation continues with e₃.

We use the usual conventions of free and bound variables. Note that a case expression binds x₁, …, xₘ in e₂ and y in e₃. A program P is an expression with no free variables. We assume that each subexpression occurrence in a program has been assigned a unique label l drawn from an infinite set Label. We indicate a labeled expression as either e₁ or [e₁].

3 Exact Semantics

Our framework is based on an abstract interpretation[6, 5] of an operational semantics. The exact semantics of a program P is specified by a set of exact states State and a transition function ——, both specific to P. The semantics works directly over the source language; there is no transformation to an intermediate form such as continuation-passing style[1].

The semantics explicitly constructs an exact flow graph. For each expression e that is evaluated, a node is added to the graph to store the value of e. Each time a value "flows" from one node to another, a directed edge is added to the graph to indicate the flow.

3.1 Exact States

The definitions of State and its components appears in Figure 2. A × A' and A + A' denote the cartesian product and disjoint union of A and A', respectively. A → A' denotes the set of partial functions from A to A'. A° denotes the set of finite sequences of elements of A. P(A) is the powerset of A. Note that State is well defined, since each definition refers only to sets defined below it.

An exact state contains components that are similar to those that might be found in a more typical abstract machine (e.g., program counter, environment, stack, heap). The Label component of the state corresponds to the program counter. The BindingEnv component corresponds to the current environment.

The Nodes and Edges components of State define a graph, where the set of nodes is represented as a partial function mapping a unique identifier (NodeLabel) to the value of the node. There are two kinds of nodes that appear in the semantics. The expression node (l, b) contains the value of e₁ evaluated in environment b. The value of free variable x in e₁ can be found in the variable node (x, b(x)). Variable nodes are introduced whenever bindings are constructed, e.g., in function application or case evaluation.

Note that a value in this semantics is a pair ⟨l, b⟩ that denotes an expression node in the graph. Since expression nodes are associated with a program expression and a binding environment used in the evaluation of this expression, this representation is sufficient to capture all "concrete" values generated during program evaluation.

Informally, contours are used to allocate new dynamic activation frames. In the following, we represent a contour as a list of call-site labels, where each call-site label is the label of an application expression. In contour ⟨l₁, …, lₘ⟩, l₁ denotes the most recent call-site and lₘ denotes the least recent. The empty contour is ⟨⟩. We write b⟨l₁, …, lₘ⟩ to append call-site l onto ⟨l₁, …, lₘ⟩, yielding ⟨l, l₁, …, lₘ⟩. Abstractions using call-site information have been proposed elsewhere[10, 20, 18]. Our semantics, however, is not closely tied to this particular contour representation; in Section 8, we present an alternative and discuss its implications.

3.2 Exact Transition Function

The definition of —— for the functional core of the language appears in Figure 3. The rules for primitives, constructors, and conditionals can be found in Appendix A. The definition relies on the auxiliary syntactic function first, which maps an expression to the label of its leftmost outermost simple subexpression.

Definition (first)

1. first(e₁) = l if e is simple.
2. first((e₁ e₂)) = first(e₁)
3. first(p(e₁, eₘ)) = first(e₁)
4. first(c(e₁, eₘ)) = first(e₁)
5. first(case(e₁, c(x₁, …, xₘ) ⇒ e₂, y ⇒ e₃)) = first(e₁)

The initial state for program P is:

s₀ = ⟨first(P), λx. ⊥, ⟨⟩, λn. ⊥, ⟩.

As an explanation of the notation used in Figure 3, N(l, b) = ⊥ is true iff the partial function N is not defined on node label (l, b). Similarly, N(l, b) = v is true iff N is defined on node label (l, b). We use [a₁ → a₂] to denote the function which agrees with f on all arguments except possibly a₁, which it maps to a₂. We use [a₁, a₂ → a₃] to abbreviate [a₁ → a₃][a₂ → a₃].

The rules CONST, VAR, LAMBDA, and REC define what happens when the program counter points to an expression that can be immediately evaluated. Each of these rules adds a new node to the graph containing the value of the expression. VAR also adds an edge to record the flow of the value from the variable node to the expression node. REC builds a recursive function by adding a new variable node ⟨f, cn⟩ to store the function,
\[s \in \text{State} = Label \times \text{BindingEnv} \times \text{Contour} \times \text{Nodes} \times \text{Edges}\]
\[N \in \text{Nodes} = \text{NodeLabel} \rightarrow \text{Value}\]
\[E \in \text{Edges} = \mathcal{P}(\text{Edge})\]
\[n_1 \sim n_2 \in \text{Edge} = \text{NodeLabel} \times \text{NodeLabel}\]
\[n \in \text{NodeLabel} = (\text{Label} \times \text{BindingEnv}) + (\text{Var} \times \text{Contour})\]
\[v \in \text{Value} = \text{Label} \times \text{BindingEnv}\]
\[b \in \text{BindingEnv} = \text{Var} \rightarrow \text{Contour}\]
\[cn \in \text{Contour} = \text{Label}^*\]

Figure 2: Exact States

If \([k_1] \in P\) and \(N(l, b) = \bot\), then \(\langle l, b, cn, N, E \rangle \rightarrow \langle l, b, cn, N[l[b] \mapsto \langle l, b \rangle], E \rangle\) 

If \([x_i] \in P\) and \(N(l, b) = \bot\), then \(\langle l, b, cn, N, E \rangle \rightarrow \langle l, b, cn, N[l[b] \mapsto N(x, b(x))], E \cup \{x, b(x) \mapsto \langle l, b \rangle\} \rangle\) 

If \([\langle x.e \rangle \_i] \in P\) and \(N(l, b) = \bot\), then \(\langle l, b, cn, N, E \rangle \rightarrow \langle l, b, cn, N[l[b] \mapsto \langle \_i, b[f \mapsto cn] \rangle], E \rangle\) 

If \([\langle e_1 \_i \_i_2 \_i_3 \_i_4 \_i_5 \_i_6 \_i_7 \_i_8 \_i_9 \_i_10 \rangle] \in P\), then \(\langle l, b, cn, N, E \rangle \rightarrow \langle l, b, cn, N[l[b] \mapsto \langle \_i, \_i_9, \_i_10, l, c, n, \_i_7, \_i_8, \_i_6, \_i_5, \_i_4, \_i_3, \_i_2, \_i_1 \rangle], E \cup \{\_i_2, b, b, cn, E \rightarrow \langle \_i_2, b, b, cn, \_i_2, \_i_10, \_i_7, \_i_8, \_i_6, \_i_5, \_i_4, \_i_3, \_i_2, \_i_1 \rangle \rightarrow \langle l, b \rangle\} \rangle\) 

If \([\lambda x.e] \in P\), then \(\langle l, b, \_i, b', \_i_9, \_i_10, l, c, n, \_i_7, \_i_8, \_i_6, \_i_5, \_i_4, \_i_3, \_i_2, \_i_1 \rangle \rightarrow \langle l, b, \_i, b', \_i_9, \_i_10, l, c, n, \_i_7, \_i_8, \_i_6, \_i_5, \_i_4, \_i_3, \_i_2, \_i_1 \rangle \rightarrow \langle l, b \rangle\) 

\[\text{Figure 3: Exact Transition Rules for Functional Core}\]
let \( f = \lambda (z) x \)
\( g = \lambda (h \ y \ z) \)
begin
\( (h \ y) \)
\( (h \ z) \)
end

\( f \)
\( g \)
\( h \)
\( 0 \)
\( 1 \)
\( \langle y, \langle 8, 0 \rangle \rangle \)
\( \langle z, \langle 8, 0 \rangle \rangle \)
\( \langle \langle 3, 0 \rangle \rangle \)
\( \langle \langle 3, 0 \rangle \rangle \)
\( \langle \langle 3, 0 \rangle \rangle \)
\( \langle \langle 3, 0 \rangle \rangle \)
\( \langle \langle 3, 0 \rangle \rangle \)
\( \langle \langle 3, 0 \rangle \rangle \)
\( \langle \langle 3, 0 \rangle \rangle \)
\( \langle \langle 3, 0 \rangle \rangle \)
\( \langle \langle 3, 0 \rangle \rangle \)

Figure 4: A higher-order program.

\[
\lambda y z. (\text{begin}(h (18 \ y \ 19), (h (21 \ z \ 22), 30)\ end)_{10})_{15}
\]

Figure 5: Labeled version of sample program.

For this example, the value stored in a node corresponds to either an integer or a closure. For \( \langle k \rangle \in P \), we display the value \( \langle l, b \rangle \) as the integer \( k \). We display closures as they are represented in the semantics. For example, the value \( \langle 15, [] \rangle \) displayed in node \( \langle e9, [0, g0] \rangle \) denotes the closure of \( \lambda y z. \text{begin}(h \ y) \ (h \ z) \ end \) in an empty environment.

In this program, the outermost application creates the nodes \( f0 \) and \( g0 \), which receive their values from the anonymous procedures at \( \langle e13, [] \rangle \) and \( \langle e15, [] \rangle \) respectively. Function \( g \) is called twice in the outermost contour; thus, its value flows into \( \langle e9, [0, g0] \rangle \) and \( \langle e4, [0, g0] \rangle \). Each call to \( g \) receives \( f \) as its first argument. The first call to \( g \) creates the flow of \( \langle e5, [0, g0] \rangle \) into \( h1 \). Note that \( h1 \)’s contour is \( \langle 3, 0 \rangle \); the 3 corresponds to the label of \( g \)'s call site. The 0 corresponds to the label of the outermost application. The return value of this call (2) flows from \( \langle e16, [h1, y1, z1] \rangle \) to \( \langle e3, [0, g0] \rangle \).

4 Abstract Semantics

The abstract semantics[5, 6] for a program \( P \) is given by a set of abstract states \( \text{State} \) and an abstract transition function \( \hat{T} : \text{State} \rightarrow \text{State} \), both specific to \( P \). The definition of \( \text{State} \) appears in Figure 8. The most notable difference from the exact semantics is that a node stores a set of abstract values, rather than a single value.

Like the exact semantics, the abstract semantics explicitly manipulates a flow graph. Intuitively, an abstract flow graph is constructed by (finitely) partitioning the nodes in the exact graph[22]. The values stored in the nodes of one partition are represented by the set of abstract values in the single abstract node corresponding to the partition. As in the exact semantics, a directed edge represents the flow of values from one node to another. In the abstract semantics, an edge can also be interpreted as a subset constraint.

A particular abstraction is chosen by specifying the following:

- **Contour**, a finite set of abstract contours.

---

1. We use a trivial extension of the language with sequencing and multiple argument functions.
Figure 6: Exact flow graph for a simple higher-order program.
\[ \hat{s} \in \text{State} = \text{Nodes} \times \text{Edges} \]
\[ \hat{N} \in \text{Nodes} = \text{NodeLabel} \rightarrow \mathcal{P}(\text{Value}) \]
\[ \hat{E} \in \text{Edges} = \mathcal{P}(\text{Edge}) \]
\[ \hat{n}_1 \sim \hat{n}_2 \in \text{Edge} = \text{NodeLabel} \times \text{NodeLabel} \]
\[ \hat{n} \in \text{NodeLabel} = (\text{Label} \times \text{BindingEnv}) + (\text{Var} \times \text{Contour}) \]
\[ \langle \bar{l}, \hat{b} \rangle \in \text{Value} = \text{Label} \times \text{BindingEnv} \]
\[ \hat{b} \in \text{BindingEnv} = \text{Var} \rightarrow \text{Contour} \]
\[ \hat{n}_1 \in \text{Contour} \]

Figure 8: Abstract States

\[
\alpha(\langle l, b, n, E \rangle) = \langle \alpha(N), \alpha(E) \rangle
\]
\[
\alpha(N) = \lambda \hat{n}. [\alpha(N(\hat{n})) | \alpha(\hat{n}) = \hat{n}]
\]
\[
\alpha(E) = \{ \alpha(n_1 \sim n_2) | n_1 \sim n_2 \in E \}
\]
\[
\alpha(n_1 \sim n_2) = \alpha(n_1) \sim \alpha(n_2)
\]
\[
\alpha(\langle l, b \rangle) = \langle l, \alpha(b) \rangle
\]
\[
\alpha(\langle x, c_n \rangle) = \langle x, \alpha_n(c_n) \rangle
\]

Figure 9: Abstraction Functions

- \( \alpha_{cn} \), a contour abstraction function, mapping \textit{Contour} to \textit{Contour}.
- \( \hat{\cdot} \) (written in infix), mapping \textit{Label} \times \textit{Contour} to \textit{Contour}. It abstracts the exact function "\( \cdot \)" that appends a label onto a contour. It must satisfy \( \alpha_{cn}(\text{ecn}) = l : \alpha_{cn}(\text{cn}) \).
- \( \alpha_b \), a binding environment abstraction function, mapping \textit{BindingEnv} to \textit{BindingEnv}. It must satisfy \( \alpha_{bn}(\text{cur}(b)) = \text{cur}(\alpha_b(b)) \), where \text{cur} maps a binding environment to the contour of its lexically deepest variable and \text{cur} maps a binding environment to the abstract contour of its lexically deepest variable.
- \textit{extend}, an abstract environment extension function, written \( \text{extend}(\hat{b}, x, \hat{n}) \). It must satisfy
\[
\alpha_{bn}(b[x \mapsto cn]) = \text{extend}(\alpha_{bn}(b), x, \alpha_{cn}(cn))
\]

The precise relationship between exact states and abstract states is characterized by a collection of abstraction functions \( \alpha \) which are homomorphic extensions of the given \( \alpha_{cn} \) and \( \alpha_b \). See Figure 9 for details.

4.1 Abstract Transition Function

The abstract transition function builds a dataflow graph. Self-evaluating expressions (constants, lambdas and recursive definitions), create nodes with abstract values that serve as the source of flow. Edges are added to the graph in order to direct the flow to new nodes. Finally, abstract values are propagated across edges, possibly causing the creation of new sources of flow or new edges.

Formally, the abstract transition function \( \hat{T} \) maps abstract graphs to abstract graphs. It is defined by:

\[
\hat{T}(\hat{N}, \hat{E}) = \langle \hat{N}, \hat{E} \rangle
\]

The definition of \( \hat{N} \) is given in Figure 10. The first two cases create abstract values in nodes corresponding to expressions that have become reachable. The formal definition of reachability is given below. Informally, an abstract node \( \langle l, \hat{b} \rangle \) is reachable if the corresponding exact state could be of the form \( \langle l, b, n, E \rangle \), where \( \alpha_b(b) = \hat{b} \). If \( \langle l, \hat{b} \rangle \) is not reachable, it implies that \( e_i \) has never evaluated in the exact semantics within any exact binding environment approximated by \( \hat{b} \); reachability is thus an important optimization to reduce the amount of flow generated within an abstract graph.

The third case in the definition of \( \hat{N} \) propagates values along edges in the graph. The set of values in a node \( \hat{n} \) is the union of the sets at all of the nodes that flow into \( \hat{n} \).

**Definition (Reachability)** The following rules define the predicate \( \text{reach} \subseteq \text{NodeLabel} \).

1. \text{reach} (\text{first}(P), \lambda x. \bot)
2. For all \( \{(e_1)_{l_1}, (e_2)_{l_2}\} \in P \),
   (a) If \( \hat{N}(l_1, \hat{b}) \neq \emptyset \), then \text{reach} (\text{first}(e_2), \hat{b})
   (b) If \( \langle l', \hat{b} \rangle \in \hat{N}(l_1, \hat{b}), (\lambda x. e_1, l) \in P \),
       and \( \hat{N}(l_2, \hat{b}) \neq \emptyset \),
       then \text{reach} (\text{first}(e_1), \text{extend}(\hat{b}, x, l); \text{cur}(\hat{b})).
3. For all \( \{p[e_1]_{l_1}, \ldots, [e_m]_{l_m}\} \in P \),
   if \( \hat{N}(l_m, \hat{b}) \neq \emptyset \), then \text{reach} (l, \hat{b})
4. For all \( \{c[e_1]_{l_1}, \ldots, [e_m]_{l_m}\} \in P \),
   if \( \hat{N}(l_m, \hat{b}) \neq \emptyset \), then \text{reach} (l, \hat{b})
5. For all \( \{\text{case}([e_1]_{l_1}, c(x_1, \ldots, x_m) \Rightarrow e_2, y \Rightarrow e_3)\} \in P \)
   (a) For \( e[c_1, \ldots, c_p]' \in P \),
       if there exists a \( \hat{b} \) such that \( \langle l, \hat{b} \rangle \in \hat{N}(l_i, \hat{b}) \),
       then \text{reach} (\text{first}(e_2), \text{extend}(\hat{b}, x_i, \text{cur}(\hat{b}))).
   (b) For \( e[c_1, \ldots, c_p]' \in P \),
       if \( c \neq c' \) or \( m \neq m' \), and there exists a \( \hat{b} \) such that \( \langle l', \hat{b} \rangle \in \hat{N}(l_i, \hat{b}) \),
       then \text{reach} (\text{first}(e_3), \text{extend}(\hat{b}, y, \text{cur}(\hat{b}))).
\[ \tilde{\mathcal{N}}(\tilde{s}) = \begin{cases} \\
\{ \langle t, \tilde{b} \rangle \} & \text{if } \tilde{s} = \langle t, \tilde{b} \rangle \text{ and } \mathit{reach}(t, \tilde{b}) \\
\{ \langle t', \tilde{b}' \rangle \} & \text{if } \tilde{s} = \langle t, \tilde{b} \rangle, \mathit{reach}(t, \tilde{b}), \text{ and } \{[\text{rec } f (\lambda x.e)_{\nu}] \} \in P \\
\bigcup \{ \tilde{\mathcal{N}}(\tilde{s'}) | \tilde{s'} \leadsto \tilde{s} \in \tilde{E} \} & \text{otherwise} 
\end{cases} \]

\[ \text{Figure 10: Definition of } \tilde{\mathcal{N}} \]

The definition of \( \tilde{E} \) for the functional core appears in Figure 11. The remaining cases are given in Appendix B. The definition is given as a union of sets of edges. Most of the edges are directly derived from the exact semantics. For example, edges of the form \( \langle x, \tilde{b}(x) \rangle \leadsto \langle t, \tilde{b} \rangle \) correspond to variable lookup. As another example, for expressions of the form \([\{e_1], [e_2]_{\nu}\}]\), the edge \( \langle t_2, \tilde{b} \rangle \leadsto \langle x, \tilde{b} \leadsto \tilde{w}(\tilde{b}) \rangle \) corresponds to the flow of a value from the argument to the parameter of the function. The only kind of edges which are not directly derived from the exact semantics are of the form \( \langle y, \tilde{b}(y) \rangle \leadsto \langle y, \tilde{b}'(y) \rangle \).

As we discuss in Section 7, these edges have the effect of copying bindings from one environment to another.

4.2 Correctness

We use \( \tilde{T} \) to denote the \( n \)th composition of \( T \) with itself. We use \( \sim \) for the \( n \)-step exact transition relation and \( \leadsto \) for the reflexive transitive closure of \( \sim \). The initial abstract state for a program is \( \tilde{s}_0 = (\lambda \tilde{n}. \{ \}, \{ \}) \).

Sets of abstract values are naturally ordered by \( \subseteq \). This order can be extended pointwise and componentwise to construct a partial order \( \subseteq \) on \( \tilde{\text{State}} \).

Lemma 4.1 (Monotonicity) If \( \tilde{s} \subseteq \tilde{s}' \), then \( \tilde{T}(\tilde{s}) \subseteq \tilde{T}(\tilde{s}') \)

If \( \text{Contour} \) is finite, then all sets in the definition of \( \tilde{\text{State}} \) are finite. Also, all increasing chains in \( \tilde{\text{State}} \) are finite. As a consequence, the following definition of least fixed point is well-defined.

Definition (Least fixed point) \( \text{lp}(\tilde{T}) = \tilde{s}, \) such that \( \tilde{T}(\tilde{s}) = \tilde{s} \) and \( \exists \tilde{s}' : \tilde{T}(\tilde{s}') = \tilde{s} \).

Finally, we prove a correctness theorem which relates the abstract and exact semantics. The theorem states that the abstract flow graph which is the least fixed point of the abstract transition function conservatively estimates all exact flow graphs that can arise as the result of the execution of the program.

Theorem 4.1 (Correctness) For all \( s \) such that \( s_0 \leadsto s, \) \( \alpha(s) \subseteq \text{lp}(\tilde{T}) \)

Proof Sketch: We show by induction on \( i \) that if \( s_0 \leadsto s_i = (l, b, c, n, E) \) and \( \tilde{T}^{2i}(\tilde{s}_0) = \tilde{s}_i = (\tilde{N}, \tilde{E}), \) then

1. \( \alpha(s_i) \subseteq \tilde{s}_i \)
2. If there exists an \( e \) such that \( l = \text{first}(e) \) then \( \mathit{reach}(l, \alpha(b)) \).
3. For all \( \langle l', b' \rangle \) such that \( \mathcal{N}(l', b') \neq \perp \), for all \( x \in \text{dom}(b') \), \( \alpha(N(x, b'(x))) \in \tilde{N}(x, \alpha(b(x))) \).

5 0CFA and Set-Based Analysis

5.1 0CFA

In this section, we consider the following instantiation of the semantics:

\[
\begin{align*}
\text{Contour} &= \{0\} \\
\alpha_{cn}(c) &= 0 \\
\alpha_{x}(\tilde{b}) &= \lambda x.0 \\
\text{extend}(b, x, \tilde{w}) &= \lambda y.0
\end{align*}
\]

This version of the semantics is commonly called 0CFA[21]. With the above definitions, abstract contours and binding environments convey no information and can be removed from the abstract semantics. Figure 12 shows the simplified definition of \( \tilde{\text{State}} \). Each subexpression and variable of the program corresponds to a single node in the graph. Similarly, each constant, constructor, primop, lambda and recursive function expression gives rise to a single abstract value. The definition of \( \tilde{E} \) in the abstract transition function also becomes greatly simplified:

\[
\begin{align*}
\text{lp}(\tilde{T}) = & \{ \langle x, l \rangle | \mathit{reach}(l) \} \\
\{[\text{rec } f (\lambda x.e)]_{\nu} \} = & \{ \langle l, f \rangle | \mathit{reach}(l) \} \\
\{[[e_1], [e_2]_{\nu}] \} = & \{ \langle l \sim x, l' \sim f | l' \in \tilde{N}(l), \{[\lambda x.e_{\nu}]_{\nu} \} \in P \} 
\end{align*}
\]

The effect of the abstraction is to establish an edge from a variable node to each expression node where the variable is referenced and, for each abstract closure stored in a function node, to establish an edge from the argument node to the parameter of the closure and an edge from the body of the lambda to the call site.

Figure 13 shows the flow graph for the program given in Figure 4 under the 0CFA instantiation. Because this analysis does not rely on binding environments or contours to disambiguate abstract values yielded by an expression evaluated in multiple contexts, the graph is simpler in structure than the graph produced by the exact semantics. As in the exact graph, integer values are displayed directly. Because there are no environments, closure values appear as the label of the lambda expression (e.g., \( \langle 13 \rangle \) for \( \lambda x.x \)).
\[ \bar{E} = \bigcup_{\hat{b}} \hat{E}_{\bar{b}} \]

Each subexpression below induces a set of edges \( \hat{E}_{\bar{b}} \) for each binding environment \( \hat{b} \).

\[
[[x]]_1 : \hat{E}_{\bar{b}}^\hat{b} = \{ (x, \hat{b}(x)) \leadsto (l, \hat{b}) \mid \text{reach}(l, \hat{b}) \}
\]

\[
[[\text{rec } f \lambda x. e]_\lambda : \hat{E}_{\bar{b}}^\hat{b} = \{ (l, \hat{b}) \leadsto (f, \text{ceur}(\hat{b})) \mid \text{reach}(l, \hat{b}) \}
\]

\[
[[[e_1], [e_2]]_2 : \hat{E}_{\bar{b}}^\hat{b} = \{ (l, \hat{b}) \leadsto (l', \hat{b}'), (y, \hat{b}'(y)) \leadsto (y, \hat{b}'(y)) \mid (l', \hat{b}') \in \hat{N}(h, \hat{b}), \text{extend}(\hat{b}, x, l \leadsto \text{ceur}(\hat{b})), y \in \text{dom}(\hat{b}) \}
\]

Figure 11: Definition of \( \bar{E} \) for functional core.

\[
\begin{align*}
\text{State} & = \text{Nodes} \times \text{Edges} \\
\text{Nodes} & = \text{NodeLabel} \rightarrow \mathcal{P}(\text{Value}) \\
\text{Edges} & = \mathcal{P}(\text{Edge}) \\
\text{Edge} & = \text{NodeLabel} \times \text{NodeLabel} \\
\text{NodeLabel} & = \text{Label} + \text{Var} \\
\text{Value} & = \text{Label}
\end{align*}
\]

Figure 12: OCFA Abstract States.

The two calls to \( g \) merge the values 2 and 4 into \( z \) and the values 1 and 3 into \( y \). The calls to \( h \) further merge these values into \( x \), which has the value \( \{1, 2, 3, 4\} \). While the graph produced by a OCFA-style analysis is thus relatively coarse compared to the graph generated by the exact semantics, the abstraction is nonetheless useful. Notice that the graph reveals all possible call sites for all functions; for example, it reveals that \( f \) occurs in a call position at \( e21 \) and \( e18 \) and that \( f \) is not applied at any other call-site.

5.2 Set-Based Analysis

Set-based analysis is a program analysis technique that associates a (possibly infinite) set of values with each program variable. It is based on ignoring inter-variable dependencies. We summarize the relevant technical parts of [8] in the remainder of this section.

The set-based analysis of a program \( P \) is defined via a judgement of the form \( \mathcal{E} \vdash e \leadsto V \) where \( \mathcal{E} \) is a set environment and \( V \) is a set of constraint values. The definition appears in Figure 14.\(^2\) Note that for a given \( \mathcal{E} \) and \( e \), there are potentially many \( V \) such that \( \mathcal{E} \vdash e \leadsto V \).

**Definition (Constraint value)** A constraint value \( cv \) is either a constant, a lambda expression, or a constructor application of other constraint values.

\[
kv := k | \lambda x.e | c(kv_1, \ldots, kv_m)
\]

**Definition (Set Environment)** A set environment \( \mathcal{E} \) is a mapping from the variables of \( P \) to sets of constraint values.\(^\star\)

The set-based operational semantics is similar to a standard operational semantics, except that constraint values (closures, in particular) omit an environment component. Instead, all environments are collapsed into the single set environment \( \mathcal{E} \), which is used for variable lookup. Safety conditions are imposed on set environments in order to ensure that they contain the proper variable bindings.

**Definition (Safety)** A set environment \( \mathcal{E} \) is safe with respect to program \( P \) if every derivation \( \mathcal{E} \vdash P \leadsto V \) satisfies the following three conditions.

1. In every use of S-APP, \( V_2 \subseteq \mathcal{E}(x) \).
2. In every use of S-MATCH, if \( c(kv_1, \ldots, kv_m) \in V_i \), then \( c(v) \in \mathcal{E}(x) \) for all \( i = 1, \ldots, m \).
3. In every use of S-ELSE, if \( cv \in V_1 \) and \( cv \neq c(kv_1, \ldots, kv_m) \), then \( cv \in \mathcal{E}(y) \).

\(^\star\)

Set environments can be partially ordered by the pointwise extension of the subset ordering on their ranges: \( \mathcal{E}_1 \subseteq \mathcal{E}_2 \) if for all \( x \), \( \mathcal{E}_1(x) \subseteq \mathcal{E}_2(x) \). We can also define the greatest lower bound of two set environments in the natural way: \( \mathcal{E}_1 \cap \mathcal{E}_2 \)(\( x \)) = \( \mathcal{E}_1(x) \cap \mathcal{E}_2(x) \). The property of safety is preserved under greatest lower bounds: if \( \mathcal{E}_1 \) and \( \mathcal{E}_2 \) are safe with respect to \( P \), then \( \mathcal{E}_1 \cap \mathcal{E}_2 \) is safe with respect to \( P \). Consequently, for every program \( P \), there is a minimal set environment \( \mathcal{E}_{P,\text{min}} \) that is safe with respect to \( P \). This environment is the set-based analysis of \( P \).

The minimal set environment for the example program

\(\text{for}\) simplicity, we do not treat primitive operations or recursive definitions.
Figure 13: OCFM abstraction of the exact flow graph shown in Figure 6.

Figure 14: Set-Based Operational Semantics
in Figure 4 is given by:

\[
\begin{align*}
\mathcal{E}_{P_{min}}(x) & = \{1, 2, 3, 4\} \\
\mathcal{E}_{P_{min}}(y) & = \{1, 3\} \\
\mathcal{E}_{P_{min}}(z) & = \{2, 4\} \\
\mathcal{E}_{P_{min}}(f) & = \{\lambda x.x\} \\
\mathcal{E}_{P_{min}}(h) & = \{\lambda x.x\} \\
\mathcal{E}_{P_{min}}(g) & = \{\lambda y,z.\text{begin } (h\ y) \ (h\ z) \ \text{end}\}
\end{align*}
\]

As another example, consider the program \( P \):

\[
\begin{align*}
\text{let } f & = \lambda x. c(x) \\
\text{in } (f \ (f\ 1))
\end{align*}
\]

The minimal set environment for this program maps \( x \) to the infinite set \( \{1, c(1), c(c(1)), c(c(c(1))), \ldots\} \).

### 5.3 Relating OCFA to Set-Based Analysis

As shown by the above example, the set-based analysis of a program can yield an infinite set. However, \[8\] proves that it is possible to use regular tree grammars to represent the sets defined by set-based analysis. In this section, we show that a similar theorem applies to the states computed by the OCFA instantiation of the abstract semantics. In particular, we show that an abstract state implicitly contains a regular tree grammar and that this grammar exactly characterizes the set-based analysis of a program.

We first show how to construct a regular tree grammar from a collection of abstract nodes \( \vec{N} \). The nonterminals will be node labels and will derive constraint values.

**Definition (Grammar)** \( Gr(\vec{N}) \) is a grammar with the following components:

- \( N_{\text{nonterminals}} = \overline{\text{NodeLabel}} \)
- \( P_{\text{productions}} = \{ \overline{n} \rightarrow \overline{v} \mid \overline{v} \in \vec{N}(\overline{n}) \} \)
- \( P_{\text{rules}} = \{ l \rightarrow \lambda x.e \mid [\lambda x.e] \in P \} \)
- \( P_{\text{subrules}} = \{ l \rightarrow c(l_1, \ldots, l_m) \mid [c[e_1[l_1], \ldots, [c[e_m[l_m]]]]) \in P \} \)

We use the notation \( \overline{n} \Rightarrow_G^* cv \) to mean that \( \overline{n} \) derives \( cv \) in \( G \). Because variables are nonterminals, a grammar can be used to define a set environment.

**Definition (Env)** \( Env(G) \) is the set environment which maps a variable \( x \) to the set \( \{cv \mid x \Rightarrow_G^* cv\} \).

For example, re-consider the program \( P \) shown earlier:

\[
\begin{align*}
\text{let } f & = \lambda x. (c(x_1))_{l_2} \\
\text{in } (f \ (f\ l_1))
\end{align*}
\]

We have labeled several relevant subexpressions of the program. Let \( \langle \vec{N}, \vec{E} \rangle \) be the least fixed point of the abstract transition function for \( P \). It is easy to show that \( \vec{N}(x) = \vec{N}(l_0) = \{l_0, l_2\} \). Consequently, the grammar \( Gr(\vec{N}) \) contains the following productions:

\[
\begin{align*}
x & \rightarrow l_1 \\
x & \rightarrow l_2 \\
l_1 & \rightarrow 1 \\
l_2 & \rightarrow c(l_3)
\end{align*}
\]

Hence,

\[
\{ cv \mid x \Rightarrow_G^* cv \} = \{1, c(1), c(c(1)), c(c(c(1))), \ldots\}
\]

which is exactly \( \mathcal{E}_{P_{min}}(x) \).

From the perspective of set-based analysis, the OCFA abstract semantics contains two kinds of edges. The first kind corresponds to safety constraints. For example, the edge \( l_2 \sim x \) from an argument node to a variable node corresponds to the first safety constraint, \( V_2 \subseteq \mathcal{E}(x) \). The second kind of edge corresponds to constraint value sets which are copied from the antecedent to the consequent in a set-based rule. For example, the edge \( l'' \sim t \) from the body of a lambda to the call-site corresponds to the S-APP rule in Figure 14.

The following theorem formalizes the correspondence between OCFA and set-based analysis.

**Theorem 5.1 (Equivalence)** Let a program \( P \) be given. Let \( \vec{F} \) be the abstract transition function for \( P \). Let \( \text{Up}(\vec{F}) = \langle \vec{N}, \vec{E} \rangle \), \( G = Gr(\vec{N}) \) and \( \mathcal{E}_{P_{abs}} = \text{Env}(G) \). Then, \( \mathcal{E}_{P_{min}} = \mathcal{E}_{P_{abs}} \).

**Proof Sketch:** We establish \( \mathcal{E}_{P_{min}} \subseteq \mathcal{E}_{P_{abs}} \) by showing that \( \mathcal{E}_{P_{abs}} \) is safe with respect to \( P \). The proof is by contradiction and requires Lemma 5.1. For the other direction, we establish by induction that \( \text{Env}(Gr(\vec{N})) \subseteq \mathcal{E}_{P_{min}} \), where \( \vec{F}(\vec{G}_0) = \langle \vec{N^i}, \vec{E^i} \rangle \). The result follows because for some index \( i \), \( \text{Up}(\vec{F}) = \vec{F}(\vec{G}_0) \).

**Lemma 5.1** If \( \text{reach}(l) \) and \( \mathcal{E}_{P_{abs}} \vdash e_l \sim V \) then \( V \subseteq \{ cv \mid l \Rightarrow_G^* cv \} \)

### 6 Implementation and Complexity

By defining the abstract semantics in terms of flow graphs, we enable direct and efficient implementations. First, because \( \vec{F} \) is monotonic, an implementation can represent the abstract state with a single graph, and make destructive updates when necessary. Furthermore, the definition of \( \vec{N} \) (see Figure 10) makes it clear that is advantageous to represent the edges in the graph using adjacency lists. Given this representation, the abstract values at a node \( n \) can be immediately propagated in \( n \)'s successors.

In our implementation, we maintain a graph in which each node \( n \) stores three things:

- \( R[n] \), the set of abstract values which have reached \( n \) and have been propagated to \( n \)'s successors.
- \( P[n] \), the set of abstract values which have reached \( n \) and have not been propagated to \( n \)'s successors.
- \( S[n] \), a list of the successors of \( n \).

\[3\text{In order for this theorem to be true, we must make a slight modification to our semantics which restricts the flow of test values in case expressions.}\]
We also maintain a set of nodes \( N = \{ n \mid P[n] \neq \{ \} \} \). The algorithm propagates values across edges until the fixed point is reached. For each node \( n \), \( R[n] \) monotonically increases over the execution of the algorithm.

```plaintext
while \( N \neq \{ \} \)
  remove some \( n \) from \( N \)
  for each \( n' \) in \( S[n] \)
    for each \( v \) in \( P[n'] \)
      if \( v \notin R[n'] \) and \( v \notin P[n'] \)
        then \( P[n'] \leftarrow P[n'] \cup \{ v \} \)
      if \( P[n'] \neq \{ \} \)
        then \( N \leftarrow N \cup \{ n' \} \)
  \( R[n] \leftarrow R[n] \cup P[n] \)
  \( P[n] \leftarrow \{ \} \)
```

The above pseudocode omits the details describing the creation of new nodes and the addition of new edges. Both operations are performed when a value is added to a set \( P[n] \). The program is preprocessed to extract the necessary information from the definitions of reachability and \( E \). Preprocessing removes much of the "interpretation overhead" of the analysis and makes the inner loop extremely tight.

The running time complexity of the algorithm is governed by the inner loop. For all nodes \( n \) and abstract values \( v, v' \) is added to \( P[n] \) at most once. Consequently, the inner loop can be executed at most once for each edge and abstract value. Assuming the code in the inner loop is \( O(1) \), the worst-case running time of the algorithm is the product of the number of edges and the number of abstract values.

The current implementation is approximately 1500 lines of Scheme code. It is written in Scheme 48 [12], and makes extensive use of the Scheme 48 module system. The implementation is parameterized in exactly the same way as the abstract semantics. To construct a complete abstract interpreter, one must specify an "abstraction" module which defines operations for manipulating abstract contours and abstract binding environments. In order to simplify the construction of abstraction modules, we have created a general tool which characterizes a large class of call-string abstractions including all the ones described in this paper.

## 7 Instantiations

In the following, let \( n \) be the size of the program. We consider three specializations of the framework. The first is the OCF family analysis given in Section 5. In OCF, the number of nodes in the graph is \( O(n) \); no contour information is used to disambiguate multiple instantiations of a given procedure. Thus, the number of edges in the graph is \( O(n^2) \). Since the number of values is \( O(n) \), the worst-case time complexity is \( O(n^2) \)[8, 14].

We can construct a more sophisticated analysis without sacrificing polynomial-time complexity by disambiguating distinct calls to a function; we do this by preserving only the most recent call-site in the function’s binding environment. We call this particular analysis polynomial-time 1CFA; the specifics appear below:

\[
\begin{array}{ll}
\text{Graph} & \text{Semantics} \\
\hline
f_0 & \{f, (0)\} \\
g_0 & \{g, (0)\} \\
h_0 & \{h, (8)\} \\
h_1 & \{h, (3)\} \\
y_0 & \{y, (8)\} \\
y_1 & \{y, (3)\} \\
z_0 & \{z, (8)\} \\
z_1 & \{z, (3)\} \\
x_0 & \{x, (20)\} \\
x_1 & \{x, (17)\} \\
\end{array}
\]

**Figure 15:** Polynomial-time 1CFA node correspondence.

\[ \text{Contour} = \text{Label} \]
\[ \alpha_n(l_1, \ldots, l_m) = l_1 \]
\[ l' \triangleright l \]
\[ \alpha_n(b) = \lambda x. \alpha_n(cur(b)) \]
\[ \text{extend} \left( \hat{b}, x, l \right) = \lambda y.l \]

\( \text{BindingEnv} \) is restricted to constant functions that map all variables in an abstract closure to a particular call-site, and hence its size is \( O(n) \). Consequently, there are \( O(n^2) \) nodes and hence \( O(n^5) \) edges. There are \( O(n^2) \) values that can flow along these edges corresponding to the \( O(n^2) \) abstract closures that can be constructed. The worst-case complexity of this analysis is thus \( O(n^3) \).

This analysis uses edges of the form \( \{y, \hat{v}(y)\} \sim \{y, \hat{v}'(y)\} \) (see Figure 11) to copy bindings from a closure’s binding environment to the environment in which the application is evaluated. This is necessary because under this instantiation, function application requires all variables in the function’s closure to be mapped to the application’s call-site label. In other words, for any given application of a function \( f \), every free variable in \( f \)'s closure is mapped to the same contour, regardless of the call-site in which the variable was originally bound. The additional edges ensure that binding values are properly propagated from the closure to the “activation frame” associated with the application.

The graph produced by this analysis on the example shown in Figure 4 is given in Figure 7. This graph results in less merging than the OCF instantiation because call site information is used to disambiguate multiple calls to the same function. For example, variable node \( z_0 \) contains \( z \)'s binding value in the second call to \( g \), and \( z_1 \) contains \( z \)'s value in the first call. However, the two calls to \( h \) in \( g \) merge values passed in the two calls to \( g \). Consequently, the abstract value of this program is the set \( \{2, 4\} \). The correspondence between node labels in the graph and in the semantics is given in Figure 7.

Notice that a slightly more costly abstraction that preserves information about a function’s two most recent call-sites would produce a flow graph with exact information. Under such an analysis, the graph for our sample program would associate four contours for \( x \) corresponding to all of \( f \)'s possible call histories.
Figure 16: Polynomial-time 1CFA flow graph.
By allowing \( \text{BindingEnv} \) to contain non-constant functions, we derive an exponential-time analysis that is related to the ICFA analysis described in [21]. Whereas in polynomial-time ICFA all free variables in an abstract closure are mapped to a single call-site, the exponential-time ICFA relaxes this constraint and associates a variable in an abstract closure with the call-site at which it was bound. The only difference between this analysis and polynomial-time ICFA is the treatment of binding environments:

\[
\begin{align*}
\alpha_b(b) &= \lambda x.\alpha_n(b(x)) \\
\text{extend} (\hat{h}, x, l) &= \hat{h}[x \mapsto l]
\end{align*}
\]

Since \( \text{BindingEnv} \) now contains a full function space from variables to abstract contours, there can be an exponential number of closures constructed and an exponential number of expression nodes.

8 An Alternative Contour Representation

We have represented contours in terms of call-strings. While reasonably expressive, this particular representation has some drawbacks. Most notably, call-string information cannot be used to disambiguate distinct calls to a function based on the abstract values of the function’s arguments. In other words, the accuracy of any instantiation of this framework is closely tied to the length of an abstract contour’s call-string, not the abstract values generated by the interpretation. Thus, calls to a function made from the same call-site may not be disambiguated if the contour’s call-string is not long enough, despite the fact that different calls supply different arguments.

The framework presented here is not dependent on representing contours as call-strings. It is straightforward to define alternative representations. For example, consider a modification in which exact contours contain call-strings augmented with information that records the argument value bound at each call-site.

\[
\text{Contour} = (\text{Value} \times \text{Label})^* \\
\langle v', l' \rangle; \langle v, l \rangle, \ldots = \langle \langle v', l' \rangle, \langle v, l \rangle, \ldots \rangle
\]

We can define a simple abstraction of this representation that disregards call-strings and preserves information about closures that are passed as arguments. Abstract binding environments can be treated as in the exponential variant of ICFA.

\[
\begin{align*}
\hat{\text{Contour}} &= \{ \lambda x. e \mid [\lambda x. e] \in P \} + \{ \text{NON-LAMBDA} \} \\
\alpha_n((\langle l, b \rangle, l', \ldots)) &= \begin{cases} \\
\lambda x. e & \text{if } ([\lambda x. e]]) \in P \\
\text{NON-LAMBDA} & \text{otherwise}
\end{cases} \\
\langle \langle l, b \rangle, l' \rangle \hat{\gamma} \hat{\alpha_n} &= \begin{cases} \\
\lambda x. e & \text{if } ([\lambda x. e]]) \in P \\
\text{NON-LAMBDA} & \text{otherwise}
\end{cases} \\
\alpha_b(b) &= \lambda x. \alpha_n(b(x)) \\
\text{extend} (\hat{h}, x, \hat{\alpha_n}) &= \hat{h}[x \mapsto \hat{\alpha_n}]
\end{align*}
\]

Under this abstraction, two calls to a function \( f \) which supply closures created from different \( \lambda \)-expressions will be associated with different contours, even if those calls occur from the same call site. Distinct calls to \( f \) that supply non-functional values are merged.

For programs that use higher-order procedures, this choice of abstract contours can compute more precise control flow information than is possible with call-string abstractions. For example, consider a simple higher-order recursive function such as Scheme’s \( \text{map} \) that takes a function \( f \) and a list \( L \) and applies \( f \) to each element of \( L \). There are two ways in which a call-string based analysis of \( \text{map} \) will lose control flow information. First, if several functions are merged together before being passed as the functional argument to \( \text{map} \), then call-strings will not separate the functions at the call. Second, even if all calls to \( \text{map} \) pass a different function at each call-site, the recursive call to \( \text{map} \) (or any other local helper function) inside the body of its definition will eventually cause the functional arguments to be merged.

The conditions necessary for the abstract semantics to be correct under this representation strategy are easily derived and are similar to those given in Section 4. We leave an investigation of the merits of these various representation choices for future research.

9 Conclusions and Related Work

Parameterized control-flow analysis via flow graphs not only provides an intuitive and customizable analysis framework, but also offers the potential of becoming usefully integrated within a realistic compiler. Optimizations such as unboxing, function specialization, type recovery, safety and liveness analysis, debugging[2], and global register analysis are all important components in an optimizing compiler toolbox and programming environment. Many of these analyses require efficient, sophisticated and tunable inter-procedural control-flow analyses. We believe that the ideas presented here provide exactly this capability.

There have been a number of previous efforts that rigorously address the control-flow analysis problem for high-level programming languages (e.g., [3, 7, 10, 9, 11]); below, we compare three relevant approaches with the contributions presented here.

Shivers[20] presents a general model for control-flow analysis in Scheme via abstract interpretation of a denotational semantics. The analysis must first translate source expressions to CPS terms; this translation affects the results computed by the analysis[16]. Deriving an efficient implementation from the semantics is non-trivial and requires deviating from the semantic specification (e.g., the time-stamp approximation [21]). The choice of a denotational semantics makes it difficult in general to understand the complexity of implementations directly derived from the analysis. Finally, improving the accuracy of a 0CFA instantiation of the analysis without introducing exponential complexity is problematic; our framework offers a more general notion of abstraction that permits the expression of a hierarchy of polynomial-time abstractions which reflect progressively improved accuracy.
Set-based analysis[8] refers to an operational semantics which ignores all inter-variable dependencies that occur in a program. Because the semantics is tightly tied to this notion, it is not clear how to express a more precise analysis within the framework. We have shown that the CCFIA instantiation of our semantics is sufficient for computing a representation of the sets defined by set-based analysis. Set-based analysis has a simple and intuitive characterization; devising equally simply descriptions of other instantiations of our semantics is a topic for future work.

In order to develop a more precise analysis, [8] describes a polyvariant extension of the algorithm for computing set-based analysis. The extension uses information from a monovariant prepass in order to duplicate certain functions. The result of the extended algorithm can be interpreted as a monovariant analysis on a new program which is $\beta$-equivalent to the original program. Although $\beta$-substitution can be used to capture some aspects of duplication in contour-based analyses, it can not describe certain kinds of merging which occur in the abstract semantics. For example, it can not express the polynomial-1CFA analysis (Section 7) which copies bindings from one contour to another.

Stefanescu and Zhou[22] present an equational framework for the control-flow problem. Their equations have a strong correspondence with the subset constraints of [8] and with the edges of our abstract state. In their work, a program in the source language is closure converted[1] before being analyzed. In the context of our analysis, this transformation corresponds to the restriction of binding environments to constant functions since there are in effect no free variables found within a function after closure conversion. A natural attempt to formulate a 1CFA style analysis in their framework gives a polynomial time approximation[23] similar to the one we describe in Section 7. It appears impossible to express other analyses in their framework, e.g., the exponential 1CFA analysis and the analysis of Section 8, which is not call string based.

References


A  Exact Semantics for Language Extensions.

If \([p[[e_1], \ldots, [e_m]]] \in P\) or \([e[[e_1], \ldots, [e_m]]] \in P\),
then for \(1 \leq i < m\), if \(N(i, b) = v\), then \(\langle l_i, b, cn, N, E \rangle \rightarrow \langle \text{first}[[e_{i+1}], b, cn, N, E] \rangle\) NEXT

If \([\text{box}[[e_1]]] \in P\) and \(N(l_i, b) = v\),
then \(\langle l_i, b, cn, N \rangle \rightarrow \langle l_i, b, cn, N(l_i, b) \mapsto \langle l_i, b \rangle, E \rangle\) BOX

If \([\text{unbox}[[e_1]]] \in P\) and \(N(l_i, b) = \langle t, b' \rangle\),
then \(\langle l_i, b, cn, N \rangle \rightarrow \langle l_i, b, cn, N(l_i, b) \mapsto \langle t, b' \rangle, \ E \cup \{\langle t', b' \rangle \mapsto \langle l_i, b \rangle\} \rangle\) UNBOX

If \([\text{set-box}![[[e_1]], [e_2]], \text{box}[[e_{i'}]]] \in P\), \(N(l_i, b) = \langle t, b' \rangle\), and \(N(l_i, b) = v\),
then \(\langle l_i, b, cn, N \rangle \rightarrow \langle l_i, b, cn, N(l_i, b) \mapsto \text{Unspecified}, \ E \cup \{\langle t, b' \rangle \mapsto \langle l_i, b \rangle\} \rangle\) SETBOX

If \([e[[e_1], \ldots, [e_m]]] \in P\) and \(N(l_m, b) = v\),
then \(\langle l_m, b, cn, N \rangle \rightarrow \langle l_m, b, cn, N(l_m, b) \mapsto \langle l_m, b \rangle, E \rangle\) CONS

If \([\text{case}[[e_1]], \text{c}(x_1, \ldots, x_m) \mapsto [e_2], y \mapsto [e_3]]] \in P\)
If \([e[[e'_1], \ldots, [e'_m]]] \in P\) and \(N(l_i, b) = \langle t, b' \rangle\), then MATCH
\(\langle l_i, b, cn, N \rangle \rightarrow \langle \text{first}[[e_2]], b'', cn, N[\{x_i, cn \mapsto \langle t, b' \rangle\} \cup \{\langle l_i, b' \rangle \mapsto \langle l_i, b \rangle\} \cup \{\langle t', b'' \rangle \mapsto \langle l_i, b \rangle\} \rangle \rangle\)
where \(b'' = b[[x_1, \ldots, x_m] \mapsto cn]\)

If \([c[[e'_1], \ldots, [e'_m]]] \in P\), \(N(l_i, b) = \langle t, b' \rangle\), and \(c \neq c'\) or \(m \neq m'\), then ELSE
\(\langle l_i, b, cn, N \rangle \rightarrow \langle \text{first}[[e_3]], b'', cn, N[\{y, cn \mapsto \langle t, b' \rangle\} \cup \{\langle l_i, b' \rangle \mapsto \langle l_i, b \rangle\} \cup \{\langle t', b'' \rangle \mapsto \langle l_i, b \rangle\} \rangle \rangle\)
where \(b'' = b[[y \mapsto cn]\]]

For \(i \in \{2, 3\}\), if \(N(l_i, b) = v\) and \(\langle l_i, b \rangle \mapsto \langle l_i, b' \rangle \in E\),
then \(\langle l_i, b, cn, N \rangle \rightarrow \langle l_i, b', cn, N(l_i, b') \mapsto \langle l_i, b \rangle, E \rangle\) CONT

B  Definition of \(\tilde{E}\) for Language Extensions.

\[
\begin{align*}
\text{[unbox}[[e_1]]\text{]} & : \quad \tilde{E}_{\text{unbox}} = \{\langle t', b' \rangle \mapsto \langle l_i, b \rangle \mid \langle l_i, b \rangle \in \tilde{N}(l_i, b), \text{box}[[e_{i'}]]\} \in P\} \\
\text{[set-box}![[[e_1]], [e_2]], \text{box}[[e_{i'}]]\text{]} & : \quad \tilde{E}_{\text{set-box}} = \{\langle l_i, b \rangle \mapsto \langle t', b' \rangle \mid \langle l_i, b \rangle \in \tilde{N}(l_i, b), \text{box}[[e_{i'}]]\} \in P\} \\
\text{[case}[[e_1]], c(x_1, \ldots, x_m) \mapsto [e_2], y \mapsto [e_3]]\text{]} & : \quad \tilde{E}_{\text{case}} = \{\langle l_i, b \rangle \mapsto \langle x_i, c \text{ur}(b) \rangle \mid \langle l_i, b \rangle \in \tilde{N}(l_i, b), [c[[e'_1], \ldots, [e'_m]]] \} \in P, 1 \leq i < m\} \\
& \cup \{\langle l_i, b \rangle \mapsto \langle y, c \text{ur}(b) \rangle, \langle l_i, \text{extend}(b, x_i, c \text{ur}(b)) \mapsto \langle l_i, b \rangle, \langle l_i, \text{extend}(b, y, c \text{ur}(b)) \mapsto \langle l_i, b \rangle\} \}
\end{align*}
\]