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Abstract

We present a method for selectively applying context-sensitivity during interprocedural program analysis. Our method applies context-sensitivity only when and where doing so is likely to improve the precision that matters for resolving given queries. The idea is to use a pre-analysis to estimate the impact of context-sensitivity on the main analysis’s precision, and to use this information to find out when and where the main analysis should turn on or off its context-sensitivity.

We formalize this approach and prove that the analysis always benefits from the pre-analysis-guided context-sensitivity. We implemented this selective method for an existing industrial-strength interval analyzer for full C. The method reduced the number of (false) alarms by 24.4%, while increasing the analysis cost by 27.8% on average.

The use of the selective method is not limited to context-sensitivity. We demonstrate this generality by following the same principle and developing a selective relational analysis. Our experiments show that the method cost-effectively improves the precision in the relational analysis as well.

1. Introduction

Handling procedure calls in static analysis with a right balance between precision and cost is challenging. To precisely analyze procedure calls and returns, the analysis has to distinguish calls to the same procedure by their different calling contexts. However, a simple-minded, uniform context-sensitivity at all call sites easily makes the resulting analysis non cost-effective. For example, imagine a program analysis for proving the safety of array accesses that uses the k-callstring approach [18, 19] for abstracting calling contexts. The k-callstring approach distinguishes two calls to the same procedure whenever their k-most recent call sites are different. To make this context-sensitive analysis cost-effective, we need to tune the k values at the call sites in a way that we should increase the k value only where the increased precision contributes to the proof of array-access safety. If we simply use the same fixed k for all the call sites, the analysis would end up becoming either unnecessarily precise and costly, or not precise enough to prove the safety of many array accesses. It has also been observed [10] that when a static analysis is used as a part of a higher-level client analysis (e.g., [10]), improving the context-sensitivity of only a small fraction of call sites leads to the significant increase in the number of proved queries.

In this paper, we present a method for performing selective context-sensitive analysis, which applies the context-sensitivity only when and where doing so is likely to improve the precision that matters for the analysis’s ultimate goal. Our method consists of two steps. The first step is a pre-analysis that estimates the behavior of the main analysis under the full context-sensitivity (i.e. using k calls). The pre-analysis focuses only on estimating the impact of context-sensitivity on the main analysis. Hence, it aggressively abstracts the other semantic aspects of the main analysis. The second step is the main analysis with selective context-sensitivity. This analysis uses the results of the pre-analysis, selects influential call sites for precision, and selectively applies context-sensitivity only to these call sites. Our method can be instantiated with a range of static analyses, and provides a guideline for designing impact pre-analyses for them, in particular, an efficient way of implementing those pre-analyses based on graph reachability.

One important feature of our method is that the pre-analysis-guided context-sensitivity pays off at the subsequent selective context-sensitive analysis. One way to see the subtlety of this impact realization is to note that the pre-analysis and the selective main analysis are incomparable in precision: the pre-analysis is more precise than the main analysis in terms of context sensitivity, but it is worse than the main analysis in tracking individual program statements. Despite this mismatch, our guidelines for designing an impact pre-analysis and the resulting selective context-sensitivity ensure that the selective context-sensitive main analysis is at least as precise as the fully context-sensitive pre-analysis, as far as given queries are concerned.

We have implemented our method on an existing industrial-strength interval analyzer for full C. The method led to the reduction of alarms from 6.6 to 48.3%, with average 24.4%, compared with the baseline context-insensitive analysis, while increasing the analysis cost from 9.4 to 50.5%, with average 27.8%.

The general principle behind the design and the use of our impact pre-analysis can be used for developing other types of selective analyses. We show its applicability by following the same principle and developing a selective relational analysis that keeps track of relationships between variables, only when tracking them are likely to help the main analysis answer given queries. In this case, the impact pre-analysis is fully relational while it aggressively abstracts other semantic aspects. We implemented this technique for the octagon analysis [12] and our experiments show that our selective octagon analysis achieves competitive cost-precision tradeoffs when applied to real-world benchmark programs.

We summarize the contributions of the paper:

• We present a method for performing selective context-sensitive analysis that receives guidance from an impact pre-analysis. We provide a design of selective context-sensitive analyses (Section 4) and guidelines for designing and using an impact pre-analysis (Section 5), and show that our method ensures the impact realization.

• We show that the general idea behind our selective method is not limited to context-sensitivity. We present a selective relational analysis that is guided by an impact pre-analysis.

• We experimentally show the effectiveness of selective analyses designed according to our method, with real-world C programs.
2. Informal Description

We illustrate our approach using the interval domain and the program in Figure 1, which is adopted from make-3.76.1. Procedure xmalloc is a wrapper of the malloc function. It is called twice in procedure multi_glob, once with the argument size (line 4) and again with an input from the environment (line 6). The main routine of this program calls procedure f and g. Procedure multi_glob is called in f and g with different argument values.

The program contains two queries. The first query at line 5 asks whether p points to a buffer of size larger than 1. The other query at line 7 asks a similar question, but this time for the pointer variable q. Note that the first query always holds, but the second query is not necessarily true.

Context-insensitive analysis If we analyze the program using a context-insensitive interval analysis, we cannot prove the first query. Since the analysis is insensitive to calling contexts, it estimates the effect of xmalloc under all the possible inputs, and uses this same estimation as the result of every call. Note that an input to xmalloc at line 6 can be any integer, and the analysis concludes that xmalloc allocates a buffer of size in $[-\infty, +\infty]$.

Context-sensitive analysis A natural way to fix this precision issue is to increase the context-sensitivity. One popular approach is k-CFA analysis [18, 19]. It uses sequences of call sites up to length k to distinguish calling contexts of a procedure, and analyzes the procedure separately for such distinguished calling contexts. For instance, 3-CFA analyzes the procedure xmalloc separately for each of the following calling contexts:

\[
\begin{align*}
4 \cdot 10 \cdot 14 & \ 4 \cdot 10 \cdot 15 & \ 4 \cdot 11 \cdot 16 & \ 4 \cdot 11 \cdot 17 \\
6 \cdot 10 \cdot 14 & \ 6 \cdot 10 \cdot 15 & \ 6 \cdot 11 \cdot 16 & \ 6 \cdot 11 \cdot 17
\end{align*}
\]

Here $a \cdot b \cdot c$ denotes a sequence of call sites $a$, $b$, and $c$ (we use the line numbers as call sites), with $a$ being the most recent call. Note that the 3-CFA analysis can prove the first query; the analysis analyzes the first four contexts separately and infers that a buffer of size greater than 1 gets allocated under these calling contexts.

Need of selective context-sensitivity However, using such a “uniform” context-sensitivity is not ideal. It is often too expensive to run such an analysis with high enough $k$, such as $k \geq 3$ that our example needs. More importantly, for many procedure calls, increasing context-sensitivity does not help—either it does not improve the analysis results of these calls, or the increased precision is not useful for answering queries. For instance, at the second query, for every $k \geq 0$, the k-CFA analysis concludes that p points to a buffer of size $[-\infty, +\infty]$. Also, it is unnecessary to analyze g separately for call sites 16 and 17, because those two calls have the same effect on the query.

Our selective context-sensitivity With our approach, an analysis can analyze procedures with only needed context-sensitivity. It analyzes a procedure separately for a calling context if doing so is likely to improve the precision of the analysis and reduce false alarms in its answers for given queries. For the example program, our analysis first predicts that increasing context-sensitivity is unlikely to help answer the second query (line 7), but is likely to do so for the first query (line 5). Next, the analysis finds out that we can bring the full benefit of context-sensitivity for the first query, by distinguishing only the following four types of calling contexts of xmalloc:

\[
\begin{align*}
4 \cdot 10 \cdot 14, & \ 4 \cdot 10 \cdot 15, & \ 4 \cdot 11, \ \text{all the other contexts}
\end{align*}
\]

Note that contexts 4 o 11 · 16 and 4 · 11 · 17 are merged into a single context 4 · 11. This merging happens because the analysis figures out that two callers of g (line 16 and 17) do not provide any useful information for resolving the first query. Finally, the analysis analyzes the given program using the interval domain

```
char* xmalloc (int n) { return malloc(n); }

void multi_glob (int size) {
    p = xmalloc (size);
    assert (sizeof(p) > 1); // Query 1
    q = xmalloc (input());
    assert (sizeof(q) > 1); // Query 2
}

void f (int x) { multi_glob (x); }
void g () { multi_glob (4); }

int main() {
    f (3);
    g ();
    g ();
}
```

Figure 1. Example Program

while distinguishing calling contexts above and their suffixes (i.e., 10-14, 10-15, 14, 15, 11). This selective context-sensitive analysis is able to prove the first query.

Impact pre-analysis Our key idea is to approximate the main analysis under full context-sensitivity using a pre-analysis, and estimate the impact of context-sensitivity on the results of the main analysis. This impact pre-analysis uses a simple abstract domain and transfer functions, and can be run efficiently even with full context-sensitivity.

For instance, we approximate the interval analysis in this example using a pre-analysis with two abstract values: ★ and ⊤. Here ⊤ means all intervals, and ★ intervals of the form $[l, u]$ with $0 \leq l \leq u$. A typical abstract state in this domain is $[x: \top, y: \star]$, which means the following set of states in the interval domain:

\[
\{ [x: [l_x, u_x], y: [l_y, u_y]] | l_x \leq u_x \land 0 \leq l_y \leq u_y \}
\]

This simple abstract domain of the pre-analysis is chosen because we are interested in showing the absence of buffer overruns and the analysis proves such properties only when it finds non-negative intervals for buffer sizes and indices.

We run this pre-analysis under full context-sensitivity (i.e., ∞-CFA). For our example program, we obtain a summary of the procedure xmalloc with eight entries, each corresponding to a different context in (1). The third column of the table below shows this summary:

<table>
<thead>
<tr>
<th>Contexts</th>
<th>Size of the allocated buffer in xmalloc</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Main analysis</td>
</tr>
<tr>
<td>4 · 10 · 14</td>
<td>[8, 8]</td>
</tr>
<tr>
<td>4 · 10 · 15</td>
<td>[16, 16]</td>
</tr>
<tr>
<td>4 · 11 · 16</td>
<td>[4, 4]</td>
</tr>
<tr>
<td>4 · 11 · 17</td>
<td>[4, 4]</td>
</tr>
<tr>
<td>6 · 10 · 14</td>
<td>$[-\infty, +\infty]$</td>
</tr>
<tr>
<td>6 · 10 · 15</td>
<td>$[-\infty, +\infty]$</td>
</tr>
<tr>
<td>6 · 11 · 10</td>
<td>$[-\infty, +\infty]$</td>
</tr>
<tr>
<td>6 · 11 · 17</td>
<td>$[-\infty, +\infty]$</td>
</tr>
</tbody>
</table>

The second column of the table shows the results of the interval analysis with full context-sensitivity. Note that the pre-analysis in this case precisely estimates the impact of context-sensitivity: it identifies calling contexts (i.e., the first four contexts in the table) where the interval analysis accurately tracks the size of the allocated buffer in xmalloc under the full context-sensitivity. In general, our pre-analysis might lose precision and use ⊤ more often than in the ideal case. However, even when such approximation occurs, it does so only in a sound manner—if the pre-analysis computes ★ for the size of a buffer, the interval analysis under
Our method guarantees that the impact estimation under full context-sensitivity is likely to estimate the value of `sizeof(p)` accurately. Then, for each query that is judged promising, we consider the slice of the program that contributes to the query. We conclude that all the calls made in the slice should be tracked precisely. For example, if a slice for a query looks as follows:

Then, we derive calling contexts `f`, `g`, `{h · f, h · g}`, and `{i · h · f, i · h · g}` for procedure `f`, `g`, `h`, and `i`, respectively. However, if the slice involves a recursive call, we exclude the query since otherwise, we need infinitely many different calling contexts. In our example program, the slice for the first query includes all the execution paths from lines 11, 14, and 15 to line 5. Note that call-sites 16 and 17 are not included in the slice, and that all the calling contexts of `xmalloc` in this slice are: `4 · 10 · 14`, `4 · 10 · 15`, and `4 · 11`. Our analysis decides to distinguish these contexts and their suffixes.

Impact realization Our method guarantees that the impact estimation under full context-sensitivity pays off at the subsequent selective context-sensitive analysis. As a result, in our example program, the selective main analysis, which distinguishes only the contexts in (2), is guaranteed to assign a non-negative interval to the expression `sizeof(p)` at the first query. This guarantee holds because our selective context-sensitive analysis distinguishes all the calling contexts that matter for the selected queries (Section 5.2) and ensures that undistinguished contexts are isolated from the distinguished contexts (Section 4). For instance, although the call to `xmalloc` at line 6 is analyzed in a context-insensitive way, our analysis ensures that `xmalloc` in this case returns only to line 6, not to line 4.

Application to relational analysis Behind our approach lies a general principle for developing a static analysis that selectively uses precision-improving techniques, such as context-sensitivity and relational abstract domains. The principle is to develop an impact pre-analysis that finds out when and where the main static analysis under the full precision setting is likely to have an accurate result, and to choose an appropriate precision setting of the main analysis based on the results of this pre-analysis.

For instance, suppose that we want to develop a selective version of the octagon analysis, which tracks only some relationships between program variables that are likely to be tracked well by the octagon analysis and also to help the proofs of given queries. To achieve this goal, we design an impact pre-analysis that aims at finding when and where the original octagon analysis is likely to infer precise relationships between program variables. In Section 6, we describe this selective octagon analysis in detail.

3. Program Representation

We assume that a program `P` is represented by a control flow graph `(C, →, F, i)` where `C` is the finite set of nodes, `(→) ⊆ C × C` denotes the control flow relation between nodes, `F` is the set of procedure ids, and `e ∈ C` is the entry node of the main procedure. The entry node `i` does not have predecessors. A node `c ∈ C` in the program is one of the five types:

\[
C = C_e \overset{\text{Entry Nodes}}{\cup} C_s \overset{\text{Exit Nodes}}{\cup} C_r \overset{\text{Call Nodes}}{\cup} C_r \overset{\text{Return Nodes}}{\cup} C_i \overset{\text{Internal Nodes}}{\cup}
\]

Each procedure `f ∈ F` has one entry node and one exit node. Given a node `e ∈ C`, `fid(c)` denotes the procedure enclosing the node. Each call-site in the program is represented by a pair of call and return nodes. Given a return node `e ∈ C_r`, we write `callof(e)` for the corresponding call node. We assume for simplicity that there are no indirect function calls such as calls via function pointers.

We associate a primitive command with each node `c` of our control flow graph, and denote it by `cmd(c)`. For brevity, we consider simple primitive commands specified by the following grammar:

\[
cmd \rightarrow \text{skip} | x := e
\]

where `e` is an arithmetic expression: `e → n \mid x \mid e + e \mid e - e`. We denote the set of all program variables by `Var`.

For simplicity, we handle parameter passing and return values of procedures via simple syntactic encoding. Recall that we represent a call statement `x := callof(f)(e)` with `call and return` nodes. In our program, the call node has command `p := e`, so that the actual parameter `e` is assigned to the formal parameter `p`. For return values, we assume that each procedure `f` has a variable `τ_f` and the return value is assigned to `τ_f`, that is, we represent return statement `return e` of procedure `f` by `τ_f := e`. The return node has command `x := τ_f`, so that the return value is assigned to the original return variable. We assume that there are no global variables in the program, all parameters and local variables of procedures are distinct, and there are no recursive procedures.

4. Selective Context-Sensitive Analysis with Context-Sensitivity Parameter K

We consider selective context-sensitive analyses specified by the following data: (1) a domain `S` of abstract states, which forms a complete lattice structure `(S, ⊓, ⊔, ⊤, ⊥, ϵ);` (2) an initial abstract state `s_1 ∈ S` at the entry of the `main` procedure; (3) a monotone abstract semantics of primitive commands `[cmd] : S → S;` (4) a context selector `K` that maps procedures to sets of calling contexts (sequences of call nodes):

\[
K \in F \rightarrow ω(C_e^*)
\]

For each procedure `f`, the set `K(f)` specifies calling contexts that the analysis should differentiate while analyzing the procedure. We sometimes abuse the notation and denote by `K` the entire set of calling contexts in `K`: we write `κ ∈ K` for `κ ∈ ∪_{f ∈ F} K(f)`.

With the above data, we design a selective context-sensitive analysis as follows. First, we differentiate nodes with contexts in (2), and define a set `C_K ⊆ C × C_e^*` of context-enriched nodes:

\[
C_K = \{ (c, κ) \mid c ∈ C \land κ ∈ K(fid(c)) \}
\]

The control flow relation `(→) ⊆ C × C` is extended to `(→)_K` on `C_K`:

**Definition 1** `(→)_K`. `(→)_K ⊆ C × C_K` is the context-enriched control flow relation:

\[
(c, κ) →_K (c', κ') \text{ iff }\begin{cases}
\text{true} & \text{if } (c', κ') ∈ C_K \land κ = κ' \\
\text{false} & \text{otherwise}
\end{cases}
\]

where `(→)_K` in `C_e × C_e^* → C_e^*` updates contexts according to `K`:

\[
c ::_K κ \text{ updates contexts according to } K:\begin{cases}
c ∈ C_e \land κ = κ' & \text{if } κ = κ' \\
\text{false} & \text{otherwise}
\end{cases}
\]
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where $\epsilon$ is the empty call sequence.

In our analysis, $\epsilon$ is used to represent all the other contexts not included in $K$, and we assume that $K$ includes $\epsilon$ if it is necessary. For instance, consider a program where $f$ has three different calling contexts $k_1$, $k_2$, and $k_3$. When the analysis differentiates $k_1$ only, undistinguished contexts $k_2$ and $k_3$ are represented by $\epsilon$. Thus, $K(f) = \{k_1, \epsilon\}$. Note that our analysis isolates undistinguished contexts from distinguished ones: $\epsilon$ means only $k_2$ or $k_3$, not $k_1$.

**Example 1.** The analysis is context-insensitive when $K = \lambda f.\{\epsilon\}$ and fully context-sensitive when $K = \lambda f.\mathbb{C}^\epsilon$. Our selective context-sensitive analysis in Section 2 uses the following context selector $K = \{\text{main} \mapsto \{\epsilon\}, f \mapsto \{14, 15\}, g \mapsto \{\epsilon\}, \text{multi.glob} \mapsto \{10 \cdot 14, 10 \cdot 15, 11\}, \text{xmalloc} \mapsto \{4 \cdot 10 \cdot 14, 4 \cdot 10 \cdot 15, 4 \cdot 11, \epsilon\}\}$. The analysis is context-insensitive when $K(f)$ includes in $\{\epsilon\}$. For instance, consider a program where $\epsilon$ is necessarily the least, but some solution of (5). Other analyses use the least $\kappa$.

5. Impact Pre-Analysis for Finding $K$

Suppose that we would like to develop a selective context-sensitive analysis in Section 4 for a given program and given queries, using one of the existing abstract domains specified by the following data:

$$(S, s_I \in S, [-] : S \rightarrow S).$$

To achieve our aim, we need to construct $K$ a specification on context-sensitivity for the given program and queries. Once this construction is done, the rest is standard. The analysis can analyze the program under partial context-sensitivity, using the induced abstract domain and transfer function $F : D \rightarrow D$ for this program in (3) and (4). We assume that the analysis employs the fixpoint algorithm based on widening operation $\nabla : D \times D \rightarrow D$.

How should we automatically choose an effective $K$ that balances the precision and cost of the induced interprocedural analysis? In this section, we give an answer to this question. In Section 5.1, we present an impact pre-analysis, which estimates the behavior of the main analysis $(S, s_I, [-])$ under full context-sensitivity. In Section 5.2, we describe how to use the results of this pre-analysis for constructing an effective context selector $K$. Throughout the section, we fix our main analysis to $(S, s_I, [-])$.

5.1 Designing an Impact Pre-Analysis

An impact pre-analysis for context sensitivity aims at estimating the main analysis $(S, s_I, [-])$ under full context-sensitivity. It is specified by the following data:

$$(S^\sharp, s_I^\sharp \in S^\sharp, [-] : S^\sharp \rightarrow S^\sharp, K_\infty).$$

This specification and the way that the data are used in our pre-analysis are fairly standard. $S^\sharp$ and $[\text{cmd}]^\sharp$ are, respectively, the domain of abstract states and the abstract semantics of $\text{cmd}$ used by the pre-analysis, and $s_I^\sharp$ is an initial state. $K_\infty = \lambda f.\mathbb{C}^\epsilon$ is the context selector for full context-sensitivity. The pre-analysis uses the abstract domain $D^\sharp = C_{K_\infty} \rightarrow S^\sharp$ and the following transfer function $F^\sharp : D^\sharp \rightarrow D^\sharp$ for the given program:

$$F^\sharp(X)(c, \kappa) = [\text{cmd}(c)]^\sharp\{ \bigcup_{(e_0, s_0) \in K_\infty} X(c_0, \kappa_0) \}.$$  

It computes the least $X$ satisfying $s_I^\sharp \subseteq X(u, \epsilon) \land \forall (c, \kappa) \in C_{K_\infty}$. $F^\sharp(X)(c, \kappa) \subseteq X(c, \kappa)$.

What is less standard is the soundness and efficiency conditions for our pre-analysis, which provides a guideline on the design of these pre-analyses. Let us discuss these conditions separately.

**Soundness condition** Intuitively, our soundness condition says that all the components of the pre-analysis have to over-approximate the corresponding ones of the main analysis. This is identical to the standard soundness requirement of a static program analysis, except that the condition is stated not over the concrete semantics of a given program, but over the main analysis. The condition has the following four requirements:

1. There should be a concretization function $\gamma : S^\sharp \rightarrow \varphi(S)$. This function formalizes the fact that an abstract state of the pre-analysis means a set of abstract states of the main analysis.
2. The initial abstract state of the pre-analysis has to overapproximate the initial state of the main analysis, i.e., $s_I \in \gamma(s_I^\sharp)$.
3. The abstract semantics of commands in the pre-analysis should be sound with respect to that of the main analysis:
\[ \forall s \in S, s^2 \in S^2, s \in \gamma(s^2) \implies \llbracket cmd\rrbracket(s) \in \gamma([\llbracket cmd\rrbracket]^2(s^2)). \]

4. The join operation of the pre-analysis’s abstract domain over-approximates the widening operation of the main analysis: for all \( X, Y \in \mathbb{D} \) and \( X^2, Y^2 \in \mathbb{D}^2 \),
\[ (X \in \gamma(X^2) \land Y \in \gamma(Y^2)) \implies X \triangledown Y \in \gamma(X^2 \cup Y^2). \]

The purpose of our condition is that the impact pre-analysis over-approximates the fully context-sensitive main analysis:

**Lemma 1.** Let \( M \in \mathbb{D} \) be the main analysis result, i.e., a solution of (5) under full context-sensitivity (\( K = K_\infty \)). Let \( P \in \mathbb{D}^2 \) be the pre-analysis result, i.e., the least solution of (6). Then, \( \forall c \in \mathbb{C}, \kappa \in \mathbb{C}^\ast, M(c, \kappa) \in \gamma(P(c, \kappa)). \)

**Efficiency condition** The next condition is for the efficiency of our pre-analysis. It consists of two requirements, and ensures that the pre-analysis can be computed using efficient algorithms:

1. The abstract states are \( \bot \) or functions from program variables to abstract values: \( S^2 = \{ \bot \} \cup (\text{Var} \to \mathbb{V}) \), where \( \mathbb{V} \) is a finite complete lattice \( \mathbb{V}, \mathbb{V}_0, \mathbb{V}_\bot, \mathbb{V}_\top, \mathbb{V}_\bot, \mathbb{V}_\top \). An initial abstract state is \( s^0 = \lambda x. \top_v \).

2. The abstract semantics of primitive commands has a simple form involving only join and constant abstract values, which is defined as follows:
\[ [\{skip\}]^2(s) = s, \quad [x := e]^2(s) = \begin{cases} \bot & [s[x \mapsto \llbracket e\rrbracket^2(s)] (s \neq \bot) \\ (s = \bot) & \end{cases} \]
for some variables \( x_1, \ldots, x_n \) and an abstract value \( \nu \in \mathbb{V} \), all of which are fixed for the given \( e \). We denote these variables and the value by \( \text{var}(e) = \{ x_1, \ldots, x_n \} \), \( \text{const}(e) = \nu \).

**Example 3** (Impact Pre-Analysis for the Interval Analysis). We design a pre-analysis for our interval analysis in Example 2, which satisfies our soundness and efficiency conditions. The pre-analysis aims at predicting which variables get associated with non-negative intervals when the program is analyzed by an interval analysis with full context-sensitivity \( K_\infty \).

1. Let \( \mathbb{V} = \{ \bot_v, \ast_v, \top_v \} \) be a lattice such that \( \bot_v \exists_e \ast_v \ast_v \top_v \).

2. Define the functions \( \gamma_v : \{ \bot_v, \ast_v, \top_v \} \to K \) as follows:
\[ \gamma_v(\top_v) = \emptyset, \quad \gamma_v(\ast_v) = \{ [a, b] \in \mathbb{I} \mid 0 \leq a \}, \quad \gamma_v(\bot_v) = \emptyset \]
This function determines the meaning of each element in \( \mathbb{V} \) in terms of a collection of intervals. The only non-trivial case is \( \ast_v \), which denotes all non-negative intervals according to this function. We include such a case because non-negative intervals, not negative ones, prove buffer-overrun properties.

3. The domain of abstract states is defined as \( S^2 = \{ \bot \} \cup (\text{Var} \to \mathbb{V}) \).

4. The meaning of abstract states in \( S^2 \) is given by \( \gamma(s^2) = \{ \bot \} \) and, for \( s^2 \neq \bot \),
\[ \gamma(s^2) = \{ s \in S \mid s = \bot \lor \forall x \in \text{Var}. s(x) \in \gamma_v(s^2(x)) \}. \]

5. Initial abstract state: \( s^0 = \top = \lambda x. \top_v \).

6. Abstract evaluation \( [\llbracket e\rrbracket^2(s)] \) of expression \( e \) for every \( s \neq \bot \),
\[ [\text{ite}(n \geq 0, \star_v , \top_v)](s) = \text{ite}(n \geq 0, \star_v , \top_v), \quad [e_1 + e_2]^2(s) = [e_1](s) \cup [e_2](s), \quad [e_1 - e_2]^2(s) = \top_v \]
The analysis approximately tracks numbers, but distinguishes the non-negative cases from general ones: non-negative numbers get abstracted to \( \star_v \) by the analysis, but negative numbers are represented by \( \top_v \). Observe that the + operator is interpreted as the least upper bound \( \uparrow_v \), so that \( e_1 + e_2 \) evaluates to \( \star_v \) only when both \( e_1 \) and \( e_2 \) evaluates to \( \star_v \). This implements the intuitive fact that the addition of two non-negative intervals gives another non-negative interval. For expressions involving subtractions, the analysis simply produces \( \top_v \).

**Running the pre-analysis via reachability-based algorithm** The class of our pre-analyses enjoys efficient algorithms for computing the least solution \( X \) that satisfies (6), even though it is fully context-sensitive. For instance, we can translate the system of such analysis equations into an inferior context-free grammar [2] and compute its least solution using Knuth’s algorithm [9], or we can transform the analysis problem into a graph reachability problem [17].

For our purpose, we provide a variant of the graph reachability-based algorithm. Our algorithm is specialized for our pre-analysis and is more efficient than the algorithm in [17] (see the end of this subsection). In addition, our algorithm works on the value-flow graph that reveals dependencies of queries in a natural way, and hence our context selection procedure (Section 5.2) works on the results of this algorithm. Next, we go through each step of our algorithm while introducing concepts necessary to understand it. In the rest of this section, we interchangeably write \( K = K_\infty \).

First, our algorithm constructs the value-flow graph of the given program, which is a finite graph \( (\Theta, \to)\) defined as follows:
\[ \Theta = \text{Const} \times \text{Var}, \quad (\to) \subseteq \Theta \times \Theta \]
The node set consists of pairs of program nodes and variables, and \( \to \) is the edge relation between the nodes.

**Definition 2** (\( \to \)). The value-flow relation \( (\to) \subseteq (\text{Const} \times \text{Var}) \times (\text{Const} \times \text{Var}) \) links the vertices in \( \Theta \) based on how values of variables flow to other variables in each primitive command:
\[ \begin{cases} (c, x) \to (c', x') \text{ iff } \\ c \to c' \land x = x' \quad \text{ (cmd}(c') = \text{skip}) \\ c \to c' \land x = x' \quad \text{ (cmd}(c') = y := e \land y \neq x') \\ c \to c' \land x \in \text{var}(e) \quad \text{ (cmd}(c') = y := e \land y = x') \end{cases} \]
We can extend the \( \to \) to its context-enriched version \( \to_k \):

**Definition 3** (\( \to_k \)). The context-enriched value-flow relation \( (\to_k) \subseteq (\text{Const} \times \text{Var}) \times (\text{Const} \times \text{Var}) \) links the vertices in \( \text{Const} \times \text{Var} \) according to the specification below:
\[ \begin{cases} (c, \kappa, x) \to_k (c', \kappa', x') \text{ iff } \\ (c, \kappa, x) \to_k (c', \kappa', x) \land x = x' \quad \text{ (cmd}(c') = \text{skip}) \\ (c, \kappa, x) \to_k (c', \kappa', x) \land x = x' \quad (y \neq x') \\ (c, \kappa, x) \to_k (c', \kappa', x) \land x \in \text{var}(e) \quad (y = x') \end{cases} \]
(\( \text{where cmd}(c') \) in the last two cases is \( y := e \)).

Second, the algorithm computes the interprocedurally-valid reachability relation \( (\to_k^1) \subseteq \Theta \times \Theta \):

**Definition 4** (\( \to_k^1 \)). The reachability relation \( (\to_k^1) \subseteq \Theta \times \Theta \) connects two vertices when one node can reach the other via an interprocedurally-valid path:
\[ (c, x) \to_k^1 (c', x') \text{ iff } \exists \kappa, (c, x) \to_k (c, \kappa) \land ((c, \kappa), x) \to_k^1 (c', \kappa'), x'). \]
While computing \( (\to_k^1) \), the algorithm also collects the set \( C \) of reachable nodes:
\[ C = \{ (c, \kappa) \mid (c, \kappa, x) \to_k^1 (c', \kappa), c' \} \]
Third, our algorithm computes a set \( \Theta_0 \) of generators for each abstract value \( \nu \) in \( \mathbb{V} \). Generators for \( \nu \) are vertices in \( \Theta \) whose
commands join $v$ in their abstract semantics:

$$\Theta_v = \{(c, x) \mid \text{cmd}(c) = x \Rightarrow e \wedge \text{const}(c) = v\}$$

$$\cup \{(v = \top_v) \text{ then } \{(c, x) \mid x \notin \text{Var} \text{ else }\}\}$$

Finally, using $(\mapsto^1_k)$ and $\Theta_v$, the algorithm constructs $\text{PA}_K$:

**Definition 5 (PA}_K).** $\text{PA}_K \in \mathbb{C} \rightarrow \mathbb{S}$ is defined as follows:

$$\text{PA}_K(c) = \begin{cases} \text{if } (c \notin \mathbb{C}) \text{ then } \bot \\ \text{else } \lambda x.\bigcup \{v \in \mathbb{V} \mid \exists (c_0, x_0) \in \Theta_v. (c_0, x_0) \mapsto^1_k (c, x)\}. \end{cases}$$

Then, $\text{PA}_K$ is the solution of our pre-analysis:

**Lemma 2.** Let $X$ be the least solution satisfying (6). Then, $\text{PA}_K(c) = \bigcup_{x \in \mathbb{C}} X(c, \kappa)$.

Our reachability-based algorithm is $|V|^3$-times faster in the worst case than the RHS algorithm [17]. The algorithm in [17] works on a graph with the following set of vertices:

$$\Theta' = \{(c, s) \mid c \in \mathbb{C} \land s \neq \bot \land (\forall x. \forall y. y \neq x \Rightarrow s(y) = \bot)\}$$

Note that the set $\Theta'$ is $|V|$-times larger than set $\Theta$ used in our algorithm and the worst-case time complexity is cubic on the size of the underlying graph [17].

### 5.2 Use of the Pre-Analysis Results

Using the pre-analysis results, we select queries that are likely to benefit from the increased context-sensitivity of the main analysis. Also, we collect calling contexts that are worth being distinguished during the main analysis. The collected contexts are used to construct a context selector $K$ (Definition 10), which instructs how much context-sensitivity the main analysis should use for each procedure call. This main analysis with $K$ is guaranteed to benefit from the increased context-sensitivity (Proposition 1).

**Query selection** We first select queries that can benefit from increased context-sensitivity. Among given queries $Q \subseteq \mathbb{C} \times \mathbb{S} \times \text{Var}$ about the given program, we select the following ones:

$$Q^f = \{(c, x) \in (\mathbb{C} \times \text{Var}) \mid \exists v \in \mathbb{S} \land (c, s, x) \in Q \land s \neq \bot \\ \land (\forall x. s(x) = v)\}$$

(7)

where $\text{PA}_{K^\infty} : \mathbb{C} \rightarrow \mathbb{S}^f$ is the pre-analysis result. The first conjunct says that $(c, x) \in Q^f$ comes from some query $(c, s, x) \in Q$, and the second conjunct expresses that according to the pre-analysis result, the main analysis does not lose too much information regarding this query. For instance, consider the case of interval analysis. In this case, we are usually interested in checking an assertion like $1 \leq x$ at $c$, which corresponds to a query $(c, s, x)$ with the abstract state $s = (\lambda x. (x = z))$ then $[1, \infty)$ else $\bot)$. Then, the second conjunct in (7) becomes equivalent to $\text{PA}_{K^\infty}^\infty(c)(x) \subseteq \top$. That is, we select the query only when the pre-analysis estimates that the variable $x$ will have at least a non-negative interval in the main analysis. In the rest of this section, we assume for brevity that there is only one selected query $(c_q, x_q) \in Q^f$ in the program.

**Building a context selector** Next, we construct a context selector $K : \mathbb{P} \rightarrow \varphi(\mathbb{C})$. $K$ is to answer which calling contexts the main analysis should distinguish in order to achieve most of the benefits of context sensitivity on the given query $(c_q, x_q)$. Our construction considers the following proxy of this goal: which contexts should the pre-analysis distinguish to achieve the same precision on the selected query $(c_q, x_q)$ as in the case of the full context-sensitivity? In this subsection, we will define a context selector $K$ (Definition 10) that answers this question (Proposition 1).

We construct $K$ in two steps. Before giving our construction, we remind the reader that the impact pre-analysis works on the value-flow graph $(\Theta, \rightarrow)$ of the program and computes the reachability relation $(\rightarrow^1_k) \subseteq \Theta \times \Theta$ over the interprocedurally-valid paths.

The first step is to build a program slice that includes all the dependencies of the query $(c_q, x_q)$. A query $(c_q, x_q)$ depends on a vertex $(c, x)$ in the value-flow graph if there exists an interprocedurally-valid path between $(c, x)$ and $(c_q, x_q)$ on the graph (i.e., $(c, x) \rightarrow^{1 \mathbb{K}}_k (c_q, x_q)$). Tracing the dependency backwards from the query eventually hits vertices with no predecessors. We call such vertices sources and denote their set by $\Phi$:

**Definition 6 ($\Phi$).** Sources $\Phi$ are vertices in $\Theta$ where dependencies begin: $\Phi = \{(c_0, x_0) \in \Theta \mid \neg(\exists (c, x) \in \Theta. (c, x) \rightarrow (c_0, x_0))\}$.

We compute the set $\Phi(c_q, x_q)$ of sources on which the query $(c_q, x_q)$ depends:

**Definition 7 ($\Phi(c_q, x_q)$).** Sources on which the query $(c_q, x_q)$ depends: $\Phi(c_q, x_q) = \{(c_0, x_0) \in \Phi \mid (c_0, x_0) \rightarrow^1_k (c_q, x_q)\}$.

**Example 4.** Consider the control flow graph in Figure 2. Node 6 denotes the query point, i.e., $(c_q, x_q) = (6, z)$. The gray nodes represent the sources on which the query depends, i.e., $\Phi(6, x) = \{(1, x), (7, y)\}$.

For a source $(c_0, x_0) \in \Phi(c_q, x_q)$ and an initial context $\kappa_0$ such that $(i, \epsilon) \rightarrow^1_k (c_0, x_0)$, the following interprocedurally-valid path

$$((c_0, x_0) \rightarrow^1_k (c_1, \kappa_1) \rightarrow^1_k \cdots \rightarrow^1_k (c_q, x_q))$$

represents a dependency path for the query $(c_q, x_q)$. We denote the set of all dependency paths for the query $\text{Paths}(c_q, x_q)$:

**Definition 8 ($\text{Paths}(c_q, x_q)$).** The set of all dependency paths for the query $(c_q, x_q)$ is defined as follows:

$$\text{Paths}(c_q, x_q) = \{(c_0, x_0) \rightarrow^1_k (c_1, \kappa_1) \rightarrow^1_k \cdots \rightarrow^1_k (c_q, x_q) \mid (c_0, x_0) \in \Phi(c_q, x_q) \land (i, \epsilon) \rightarrow^1_k (c_0, x_0)\}$$

Paths$(c_q, x_q)$ is the program slice we intend to construct in this step.

**Example 5.** In Figure 2, suppose that $\kappa_0$ and $\kappa_1$ are the initial contexts of procedures $\text{p}$ and $\text{h}$, respectively. For source $(1, x)$, we find the following dependency path to the query $(6, x)$:

$p_1 = ((1, \kappa_0), x) \rightarrow^1_k ((2, \kappa_0), x) \rightarrow^1_k ((3, 2 \cdot \kappa_0), y) \rightarrow^1_k ((5, 4 \cdot 2 \cdot \kappa_0), z) \rightarrow^1_k ((6, 4 \cdot 2 \cdot \kappa_0), \infty)$

and, for source $(7, y)$, we find the following path to $(6, z)$:

$p_2 = ((7, \kappa_1), y) \rightarrow^1_k ((8, \kappa_1), y) \rightarrow^1_k ((5, 8 \cdot \kappa_1), z) \rightarrow^1_k ((6, 8 \cdot \kappa_1), \infty)$

Then, $\text{Paths}(6, x) = \{p_1, p_2\}$.

The next step is to compute calling contexts that should be treated precisely. Consider a dependency path from $\text{Paths}(c_q, x_q)$:

$$((c_0, \kappa_0), x_0) \rightarrow^1_k \cdots \rightarrow^1_k (c_q, \kappa_q), x_q)$$

(9)

where $\kappa_0, \kappa_1, \ldots, \kappa_q$ are the calling contexts appeared in the (fully context-sensitive) pre-analysis. Instead, we are interested in partial contexts that represent the “difference” between $\kappa_i$ and $\kappa_0$. Intuitively, if $\kappa_0$ is a suffix of $\kappa_i$, i.e., $\kappa_i = \kappa_0 \cdot \kappa_i$ the partial context for $\kappa_i$ is defined as $\kappa_0$. Formally, we define the partial calling contexts of $\kappa_i$ as $\kappa_0 \otimes \kappa_0 = \kappa_0 \otimes \text{suffix}(\kappa_1, \kappa_0)$ where suffix($\kappa_1, \kappa_0$) is the longest common suffix of $\kappa_1$ and $\kappa_0$. For example, when $\kappa_i$ is a suffix of $\kappa_0$, we use $\epsilon$ as the partial context for $\kappa_i$, if $\kappa_0 = c_2 \cdot c_3$ and $\kappa_1 = c_1$, then $\kappa_0 \otimes \kappa_0 = \epsilon$. Suppose that $\kappa_1$ and $\kappa_0$ are not a suffix of each other, for instance $\kappa_0 = c_2 \cdot c_1$ and $\kappa_1 = c_3 \cdot c_1$. In this case, $\kappa_0 \otimes \kappa_0 = c_3$. In summary, for the path in (9), collecting contexts

$$\{\kappa_0 \otimes \kappa_0, \kappa_q \otimes \kappa_0\}$$

give all the necessary partial calling contexts, where each $\kappa_i \otimes \kappa_0$ belongs to the calling contexts of procedure $\text{p}(c_1)$. Thus, we define the context selector for the dependency path (9) as follows:
The calling contexts that matter for the queries selected by the pre-analysis. Second, the main analysis designed in Section 4 isolates these distinguished contexts from other undistinguished contexts (e), ensuring that spurious flows caused by merging contexts never adversely affect the precision of the selected query.

6. Application to Selective Relational Analysis

A general principle behind our method is that we can selectively improve the precision of the analysis by using an impact pre-analysis that estimates the main static analysis of the maximal precision. In this section, we use the same principle to develop a selective relational analysis with the octagon domain [12].

Overview Consider the following code snippet:

```plaintext
1  int a = b;
2  int c = input();  // User input
3  for (i = 0; i < b; i++) {
4    assert (i < a);
5    assert (i < c);
6  }
```

The first query at line 4 always holds but the second one at line 5 is not necessarily true.

A fully relational octagon analysis, which tracks constraints of the form \( \pm x \pm y \leq c \) (where \( c \in \mathbb{Z} \cup \{\infty\} \)) between all variables \( x \) and \( y \), can prove the first query. The analysis infers constraints \( b - a \leq 0 \) at line 1 and \( i - b \leq -1 \) at line 3. Then, combining the two via a closure operation [12], the analysis concludes that constraint \( i - a \leq -1 \) holds at line 4. More specifically, the fully relational octagon analysis computes the table (i.e., difference bound matrix [12]) on the left side of the following:

<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>i</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>0</td>
<td>0</td>
<td>∞</td>
<td>-1</td>
</tr>
<tr>
<td>b</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-1</td>
</tr>
<tr>
<td>c</td>
<td>∞</td>
<td>0</td>
<td>0</td>
<td>∞</td>
</tr>
<tr>
<td>i</td>
<td>∞</td>
<td>∞</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

(11)

where the bound \( c \) in constraint \( x - y \leq c \) is stored at row \( y \) and column \( x \) in the table.¹ Note that the (a,i) entry of the table stores \(-1\), which means that the analysis proves \( i - a \leq -1 \) at line 4.

However, this fully relational analysis tracks unnecessary relationships between variables, which are either irrelevant to the query or not beneficial to the analysis precision. For instance, it is sufficient to keep only the constraints between \( a \), \( b \), and \( i \) to prove the first query, but the analysis unnecessarily maintains other relationships such as one between \( a \) and \( c \). Besides, tracking a relationship between, for example, \( i \) and \( c \) does not change the end result of the analysis because the second query is impossible to prove.

Our selective octagon analysis tracks octagon constraints only when doing so is likely to improve the precision that matters for resolving given queries. To achieve this goal, we use an impact pre-analysis that aims at estimating the behavior of the octagon analysis under its fully relational setting. More specifically, like the fully relational octagon analysis, the pre-analysis tracks constraints of the form \( \pm x \pm y \leq a \) for all variables \( x \) and \( y \) but approximately tracks the bound; we use one of two abstract values \( \star \) and \( \top \) as bound \( a \), rather than all integers and \( \infty \). Here \( x + y \leq \top \) represents all octagon constraints of the form \( x + y \leq c \) including the case that \( c = \infty \), whereas \( x + y \leq \star \) means octagon constraints \( x + y \leq c \) with integer constant \( c \). This simple abstract domain is chosen because constant bound, not \( \infty \), proves buffer-overrun properties. For instance, in our example program, the pre-analysis result at line 4 is the table on the right-hand side in (11).

¹For simplicity, we consider only constraints of the form \( x - y \leq c \). In fact, the octagon analysis tracks constraints of both forms \( x - y \leq c \) and \( x + y \leq c \) and maintains a matrix of size \((2 \times \{\text{Var}\})^2\).
Next, using the pre-analysis results, we select variables whose relationships help improve the precision regarding given queries. We first identify queries (in our example, the first query) whose values are evaluated to $\star$ using the pre-analysis results. Then, for each of selected queries, we do a dependency analysis to find out the variables whose relationships should be tracked together for the main analysis to answer query. For instance, consider that the constraint regarding the first query is $i - a \subseteq \star$. Our dependency analysis figures out that the constraint was derived in the pre-analysis by combining two constraints $i - b \subseteq \star$ and $b - a \subseteq \star$ in its closure operation. Therefore, the dependency analysis concludes that the main analysis should be able to derive three relationships $i - a \subseteq \star, i - b \subseteq \star,$ and $b - a \subseteq \star$ to prove the first query. Based on this conclusion, our selective octagon analysis decides to track the relationships between variables $a, b,$ and $i$.

In the rest of this section, we formalize the key aspects of our selective octagon analysis.

**Selective octagon analysis**  
We first specify selective octagon analyses for the following simple commands:

$$cmd \rightarrow x := y + k \mid x := ?$$

where $k \in \mathbb{Z}$ is a positive integer and $? models arbitrary integers.

We use Min's definitions [12] of the octagon domain $\mathbb{O}$ and abstract semantics $\mathbb{cmd} : \mathbb{O} \rightarrow \mathbb{O}$ of primitive commands; we define the positive form $\mathbb{cmd}$ and the domain of octagons: we define $\mathbb{cmd}$ and $\mathbb{cmd}$.

We use Min's definitions [12] of the octagon domain $\mathbb{O}$ and abstract semantics $\mathbb{cmd} : \mathbb{O} \rightarrow \mathbb{O}$ of primitive commands; we define the positive form $\mathbb{cmd}$ and the domain of octagons: we define $\mathbb{cmd}$ and $\mathbb{cmd}$.

The abstract semantics $\mathbb{cmd}^2 : \mathbb{O} \rightarrow \mathbb{O}$ of each primitive command $cmd$ of the pre-analysis is defined as an over-approximation of the abstract semantics of the main analyses: e.g.,

$$\{ [x := ?](o_\gamma) \}_{ij} = \begin{cases} \star & (i = j = x \text{ or } i = j = \bar{x}) \\ \top & (i \not\in \{x, \bar{x}\} \text{ or } j \not\in \{x, \bar{x}\}) \end{cases}$$

The abstract domain of the pre-analysis is $\mathbb{D} = \mathbb{C} \rightarrow \mathbb{O}^2$ and the pre-analysis result is defined as the least fixpoint of semantic function $\mathbb{F}^2 : \mathbb{D} \rightarrow \mathbb{D}$, which is defined as usual.

**Use of pre-analysis results**  
From the pre-analysis results ($\mathbb{lfp}^2$), we construct $\Pi$ as follows. Assume that a set $\mathbb{Q} \subseteq \mathbb{C} \times \mathbb{V} \times \mathbb{V}^2 \times \mathbb{V}^2$ of relational queries is given in the program. A query $(c, x, y) \in \mathbb{Q}$ represents a predicate $y < x < 0$ at program point $c$ and we say that $o \in \mathbb{Q}$ proves the query when $o_{xy} \leq -1$. We first select a set $\mathbb{Q}$ of queries that are judged promising by the pre-analysis:

$$\mathbb{Q}_0 = \{(c, x, y) \in \mathbb{Q} \mid (\mathbb{lfp}^2(c)(x) \not\subseteq \bot \land (\mathbb{lfp}^2(c)(x) y = \star)\}$$

Next, for each selected query $(c, x, y) \in \mathbb{Q}_0$, we compute the pack $\pi(c, x, y) \subseteq \mathbb{V}$ of necessary variables using dependency analysis, which is simultaneously done with the pre-analysis as follows: let $\mathbb{V}^2$ be $\mathbb{V} \times (\mathbb{V} \times \mathbb{V} \times \mathbb{V})$ and $\mathbb{O}_0$ be the set of $2(\mathbb{V} \times \mathbb{V})$ matrices over $\mathbb{V}^3$. The idea is to keep track of the involved variables in the second component of $\mathbb{V}^2$ whenever the abstract semantics computes $\star$. The fixpoint is checked on the first component of $\mathbb{V}^2$ as in the pre-analysis. The abstract semantics $|\mathbb{V}| : \mathbb{O} \rightarrow \mathbb{O}$ is the same as $\mathbb{I}^2$ except that it also maintains the involved variables: e.g.,

$$\{ [x := ?](o_\gamma) \}_{ij} = \begin{cases} \star & (i = j = x \text{ or } i = j = \bar{x}) \\ \top & (i \not\in \{x, \bar{x}\} \text{ or } j \not\in \{x, \bar{x}\}) \\ o_{ij} & \text{otherwise} \end{cases}$$

Let $\mathbb{F}^1 : (\mathbb{C} \rightarrow \mathbb{O}^2) \rightarrow (\mathbb{C} \rightarrow \mathbb{O}^2)$ be the abstract transfer function and $\mathbb{lfp}^1$ be its least fixpoint. Then, the pack $\pi(c, x, y)$ is defined as $\mathbb{S}$ such that $(\mathbb{lfp}^1(c)(x) y \neq \bot \land (\mathbb{lfp}^1(c)(x) y = \star))$. Finally, we extract the packing configuration $\Pi$ using $\pi(c, x, y)$ as follows:

$$\Pi \equiv \{ (c, x, y) \} \cup \{ (z) \mid z \in \mathbb{V} \setminus \pi(c, x, y) \}. \quad (12)$$

**Selective main octagon analysis**  
We run the selective octagon analysis with the packing configuration in (12). In the selective main analysis, the impact estimation of the pre-analysis pays off:

**Proposition 2** (Impact Realization). Let $\pi(c, x, y)$ be the pack for query $(c, x, y)$ defined by the result of our impact pre-analysis. Let $\Pi$ be the packing configuration for $\pi(c, x, y)$, which is defined in (12). Let $\mathbb{F}^1$ be the transfer function of the selective octagon analysis with the $\Pi$. Then, $(\mathbb{lfp}^1(c)(\pi(c, x, y))) y \neq \bot \cup \{+\infty\}$.

7. **Experiments**

**Selective Context-Sensitive Analysis**  
In experiments, we use SPARROW [7, 14, 15], a buffer-overrun analyzer that supports the full set of the C language. The baseline analyzer performs a flow-sensitive and context-insensitive analysis, and tracks both numeric and pointer values. For numeric values, it uses the interval domain by default (alternatively, it can use the octagon domain). In addition to the interval domain, the analysis uses an allocation-site-based heap abstraction for dynamic memory allocation. The analysis is field-sensitive.

On top of the baseline analyzer, we have implemented our technique: we implemented the impact pre-analysis in Example 3 and extended the baseline analysis to be selectively context-sensitive. The pre-analysis gives a set of call sequences that should be treated context-sensitively. This information guides the main analysis to
perform context-sensitive analysis in a selective manner. In Section 5.2, we considered only one query; in implementation, we handle multiple queries simply by computing the selective context-sensitivity separately for each query. When analyzing a procedure under different calling contexts, we distinguish allocation sites for each context; that is, an allocation-site produces different abstract locations under different calling contexts.

We have run the analysis for 10 software packages from the GNU open-source projects. The analysis is global: the entire program is analyzed starting from the main procedure. For procedure calls whose bodies are not available in source code, we use handcrafted function stubs for standard library calls and otherwise we assume that the procedure calls return arbitrary values and have no side-effects. All experiments were done on a Linux 2.6 system running on a single core of Intel 3.07GHz box with 24GB of memory.

Table 1 presents the performance of our selective context-sensitive analysis and compares it with the context-insensitive analysis. We measured the analysis precision by the number of buffer accesses (#alarm) that cannot be proven safe by the analysis.

The results show that our method leads to a cost-effective improvement of the analysis precision. In total, the context-insensitive interval analysis points out 12,701 buffer accesses as potential buffer-overrun errors. Our technique reduces the number down to 9,598 (24.4% reduction). In doing so, our technique increases the total analysis time from 707.1s to 903.6s (27.8% increase).

The results show that our selective context-sensitive analysis has a competitive precision-cost balance. Among 135 queries in total, our analysis is able to prove 132 (97.8%) queries in 3,632.7s. On the other hand, the octagon analysis with syntactic packing proved 44 (32.6%) queries in 33,840.3s; the syntactic packing heuristic often fails to prescribe variable relationships necessary to prove queries. Our analysis is even faster than the counterpart in most cases because it selectively turns on relational analysis.

One thing to note is that running our pre-analysis is feasible in practice even though it is fully relational. The bottleneck of a fully relational octagon analysis are the memory costs for representing $2|\text{Var}| \times 2|\text{Var}$ matrices and the expensive strong closure operation [12] whose time complexity is cubic in the number of variables. Thanks to the simplicity of the abstract domain (⋆ or †), we can reduce the memory cost using a sparse representation for the matrices. For the closure operation, we use Dijkstra’s algorithm and compute the shortest-path closure [12] instead of the strong closure. In our experiments, using the shortest-path closure made no difference in the pre-analysis precision.

### 8. Related Work

Most of the previous context-sensitive analysis techniques assign contexts to calls in a uniform manner. The $k$-callstring approach (or $k$-CFA) [18, 19] and its flexible variants [5], $k$-object sensitivity [11], and type sensitivity [20] are such cases. All these techniques generate calling contexts according to a single fixed policy and do not explore how to tune their parameters (for example, different $k$ values at each call site) for target queries. The hybrid context-sensitivity [8], which employs multiple policies of assigning contexts in a single analysis, still does not tailor those policies to the program to analyze. There are also other approaches to context-sensitivity based on function summaries like [17], but here we do not discuss them as it is by itself a challenge to design a summary-based analysis with abstract domains of infinite height.

While refinement-based analyses [4, 16, 21] are similar to our approach (in that they use a “pre-analysis” to adjust the main analy-
sis precision), there is a fundamental difference in their techniques. Refinement-based approaches (e.g., client-driven analysis [4]) start with an imprecise analysis and refines the abstraction in response to client queries. On the other hand, our approach starts with a pre-analysis that estimates the impact of the most precise main analysis. As a result, our approach provides a precision guarantee, which formally ensures that our method benefits from the increased precision. Furthermore, the principle behind our approach is general: it is applicable to a range of static analyses (such as interval and octagon analyses) with various precision axes (such as context-sensitivity and relational analysis). Existing refinement-based analyses have been special for pointer analyses [4, 16, 21].

Our approach is orthogonal to demand-driven analyses [6, 21, 22]. While demand-driven analyses aim to reduce analysis costs by computing only the partial solution necessary to answer given queries, we compute the exhaustive solution with an abstraction tailored to the queries. Both approach can complement each other.

In a high level, our approach suggests a novel technique for analysis-parameter inference [10, 13, 23]. There are many parameters to tune in static analysis, to improve either precision or scalability. The problem is how to find a set of minimal, or at least sufficient, parameters for the goal. Liang et al. [10] use machine learning to find a minimal context-sensitivity for given queries. Guided by the number of queries each analysis run has proven, the machine learning algorithm infers a minimal k value for each function. However, they study the minimal abstraction itself and provide no practical solutions for selective context-sensitivity. Zhang et al. [23] present a technique for finding the optimum abstraction, a cheapest abstraction that proves the query, but it is applicable only to disjunctive analyses. Naik et al. [13] use a dynamic analysis to select an appropriate parameter for a given query, while we use a static pre-analysis for parameter selection.

Our selective octagon analysis is similar to the existing octagon analyses (such as [3, 12, 15]) in that they use variable packing and hence they are partially relational. However, while we selectively construct variable packs that likely benefit the final analysis, our approach can be used for developing other selective analyses as well, e.g., selective flow-sensitive analysis, selective path-sensitive analysis, etc.
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